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ABSTRACT
This paper investigates sensitivity based prioritisation in the

construction of tactile patterns. Our evidence is obtained by

three studies using a wearable haptic display with vibrotactile

motors (tactors). Haptic displays intended to transmit symbols

often suffer the tradeoff between throughput and accuracy. For

a symbol encoded with more than one tactor simultaneous

onsets (spatial encoding) yields the highest throughput at the

expense of the accuracy. Sequential onset increases accuracy

at the expense of throughput. In the desire to overcome these

issues, we investigate aspects of prioritisation based on sen-

sitivity applied to the encoding of haptics patterns. First, we

investigate an encoding method using mixed intensities, where

different body locations are simultaneously stimulated with

different vibration intensities. We investigate whether priori-

tising the intensity based on sensitivity improves identification

accuracy when compared to simple spatial encoding. Second,

we investigate whether prioritising onset based on sensitivity

affects the identification of overlapped spatiotemporal patterns.

A user study shows that this method significantly increases

the accuracy. Furthermore, in a third study, we identify three

locations on the hand that lead to an accurate recall. Thereby,

we design the layout of a haptic display equipped with eight

tactors, capable of encoding 36 symbols with only one or two

locations per symbol.
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INTRODUCTION
Wearable and mobile devices are already a part of our everyday

life. They provide assistance to daily activities and enrich them

with additional information collected by the sensors within

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for components of this work owned by others than the

author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or

republish, to post on servers or to redistribute to lists, requires prior specific permission

and/or a fee. Request permissions from permissions@acm.org.

ISWC ’17, September 11–15, 2017, Maui, HI, USA

© 2017 Copyright held by the owner/author(s). Publication rights licensed to ACM.

ISBN 978-1-4503-5188-1/17/09. . . $15.00

DOI: https://doi.org/10.1145/3123021.3123032

them. The primary feedback modalities of mobiles and wear-

ables are visual and auditory. As such, they compete for visual

and auditory attention and distract the user from important

tasks. Alternative display modalities, such as tactile displays,

can reduce demands on the predominant visual display, but

are largely under-utilised [2].

With the proliferation of wearables, devices with vibrotactile

capabilities are accessible to a substantial number of end users.

Currently, the primary utilisation of vibrotactile feedback is to

provide additional support to visual interaction. Nevertheless,

haptic feedback can of transmitting rich information without

the need to perceive it through auditory or visual channels.

There is already extensive research exploring capabilities of

haptic feedback for different purposes, such as skin reading [8,

19], navigation aids [5, 4], presenting visual information to

car drivers [26], assistive systems in medical surgery [14], en-

abling haptic experiences in story telling [34], and enhancing

experiences on virtual reality [3, 17], augmented reality [13,

31], and multi-media systems [22, 23, 28].

The primary focus of our research is offering methods for

haptic displays to encode a vocabulary of symbols that can be

combined into complex messages. Such methods can be used,

for example, to perceive natural language messages encoded

in vibrotactile patterns [8, 19]. The proposed methods can ben-

efit displays with broad application possibilities. Users would

be able to receive and understand messages and notifications

from the mobile phone without even having to get it out of

the pocket. Deaf users would be able to use speech to text

(captured by a smartphone) and text to tactile to fully under-

stand other persons talking to them. Workers in factories could

receive work instructions while working without deviating vi-

sual and auditory attention from their work. Several other

scenarios can benefit from general purpose wearable displays

and, most importantly, the barriers of technology (wireless

communication, batteries, integration to fabrics) for making

such haptic displays fully wearable have been overcome. A

critical aspect of a haptic display is encoding of information.

One major challenge when encoding a vocabulary of symbols

in a small number of haptic actuators is maintaining a high

throughput and accuracy. As the number of actuators encoding

a symbol increases, they suffer from a masking effect [19, 24,

21], whereby the stimulation of some tactors is not felt, and the

pattern is confused with another, thereby reducing accuracy.

https://doi.org/10.1145/3123021.3123032


This work unveils fine-grained details of vibrotactile pat-

terns to increase the accuracy of perceiving such patterns and

shorten their duration. The main contribution of our work

is investigating the effects of sensitivity based prioritisation

in the encoding of tactile patterns. We investigate the effect

of using different stimulation intensities in a single pattern.

Additionally, we present a detailed investigation of whether

prioritising the activation of vibrotactile tactors has an effect

on the correct perception and identification of locations. The

patterns use an overlapped spatiotemporal (OST) encoding

where most of the activation time is shared between tactors.

The prioritisation is done based on the sensitivity of the lo-

cations, and we investigate the order of onset based on more

sensitive locations first or least sensitive location first. More-

over, we investigate the comparative sensitivity of locations

in hand (other than the fingers) and apply the results in the

design of a haptic display. Hereby, our overall contribution

lies in investigating sensitivity based prioritisation in encoding

haptics patterns, backed by empirical evidence obtained with

a wearable display using vibrotactile motors.

MOTIVATION
The methods proposed in this paper are intended to encode

large vocabularies in vibrotactile patterns that can be com-

bined to form complex messages. We intend to do so with a

maximum accuracy and throughput. Hereby, we investigate

the effect of sensitivity based prioritisation of stimulus.

Our haptics display consists of vibrotactile motors (tactors)

operating at around 220 Hz. Hereby, stimulation is mostly

occurring in the cutaneous subsystem, which is sensitive in

the range of 20�1000Hz, with maximum sensitivity around

250 Hz [10, 9]. Cutaneous receptors determine the spatial and

temporal resolving capacity of the skin (spatial and temporal

acuity) and are spread with different densities in the body.

Spatial acuity is characterised by the two point discrimination

- the minimum distance required for two spatial stimuli to

be discriminated, which for fingers is around 5 mm [14, 16],

about 1 cm for palm and 4 cm for forearm [16]. Temporal

acuity studies indicate that people can discriminate between

successive taps on the skin with a gap of 5 ms [11]. From

the characteristics of the cutaneous system and vibrotactile

actuators, the symbols of a vocabulary can be encoded with

variations in amplitude, frequency, duration and body location.

For example, Geldard [8] used five tactors placed on the chest

to encode 45 symbols (letters, numbers and most frequent

short words) in combinations of loci, amplitude and duration.

Onset specifies how tactors are activated when using two or

more tactors to encode a symbol. Spatial encoding means

that all tactors in a symbol are onset concurrently. Spatial

encoding suffers from a masking effect [21, 19, 24], where

the simultaneous activation of tactors results on the higher

sensitive locations masking the perception of lower sensitive

locations. On the hand, the sensitivity decreases from the

index finger towards the little finger [6, 30, 12]: the index

finger is more sensitive than the middle, ring, and pinky finger.

To compensate for the masking effect, we propose to prioritise

stimulation of the least sensitive location.

Figure 1: The haptic display investigated in this paper. RQ1

and RQ2 are addressed with studies using the tactors on the

fingers (1�4), and RQ3 uses the back of the hand and wrist

locations (6�9)

Sensitivity prioritised intensity of stimulation. Our first as-

sumption is that stimulating less sensitive locations with higher

intensity yields a higher accuracy in recognising a pattern. In

other words, different intensities are used for each tactor, with

the tactor on a more sensitive location being stimulated with a

lower intensity than the tactor in a less sensitive location. With

this encoding, the transmission time remains constant. In this

context, our first research question (RQ1) is:

RQ1. Does the simultaneous activation of tactors with dif-
ferent intensities result in higher identification accuracy
compared to using the same intensity in all tactors?

Another form of encoding is spatiotemporal encoding,

whereby symbols are activated one at a time, in sequence [21].

Thus, preventing the masking effect. But, such encoding yields

a higher duration for each pattern and decreases throughput as

a consequence. Luzhnica et al. used an overlapped spatiotem-

poral (OST) encoding, where onset occurs in sequence after

a time gap for each tactor after the first one [19]. They used

a time gap of 10 ms, twice the minimum temporal difference

of 5 ms [11]. Luzhnica et al. did not investigate the effect of

onset prioritisation.

Sensitivity prioritised onset of stimulation. Our second as-

sumption is that a sensitivity prioritised onset of stimulation

using OST leads to higher recognition accuracy. In this case,

the tactors in a pattern are activated in sequence after a gap.

The sequence of activation is given by the sensitivity of skin

in the tactor location. All tactors remain activated for the dura-

tion of the pattern. The second research question is:

RQ2. Does the prioritisation of activation of tactors have an
effect on the accuracy of identification of each tactor when
using an overlapping spatiotemporal (OST) encoding? How
should we prioritise, least sensitive to most sensitive loca-
tions or vice-versa?

When using OST to encode a vocabulary, it was found that

encoding patterns with more than two tactors resulted in sig-

nificantly lower accuracy than the cases with one and two

tactors [19]. The techniques in this paper concentrate on two-

tactor patterns. Thus, to increase the size of the vocabulary

that can be encoded, it becomes necessary to add tactors in dif-

ferent locations. The number of symbols that can be encoded



with one or two tactors is:

n =

✓
m
2

◆
+m =

m(m�1)

2

+m =
m(m+1)

2

(1)

where m represents the number of tactors in the haptic display.

A display with m = 7,n = 28 can encode the entire English

alphabet plus two other characters (e.g. space and period).

With m = 8,n = 36 and with m = 9,n = 45 it would be suf-

ficient to also encode most of the punctuations and symbols.

Tactors have been successfully used on the fingers used for

such tasks [19], we investigate the effect of using tactors in

less sensitive areas of the hand. Our third research question is:

RQ3. Can stimulation with high throughput and accuracy
be achieved in less sensitive parts of the hand?

RELATED WORK
Early attempts to encode information through passive tactile

date from 1924, where Gault [7] used a piezoelectric unit

to convert entire recorded speech to touch. Similarly, Kir-

man [15] used a 15⇥15 vibrator matrix on the palm to teach

six participants to differentiate between the patterns of 15

different words. Other researchers attempted to utilise a vi-

sually oriented approach where the low-resolution image of

the object is projected to an array of stimulators. For instance,

White [32] transformed images captured from a video feed

to a 20⇥ 20 vibrotactile display placed on the back. After

training, participants were able to distinguish simple shapes

like circle, square and triangle. By following this approach,

Bliss [1] developed the first commercial device capable of

capturing text from the video feed and then imprinting each

letter on the finger with a 6⇥24 matrix of vibrators.

A more successful approach of transmitting information

through haptics was provided by Geldard [8] in 1967. The

device was named Vibratese, and it used five tactors placed

on the chest to encode 45 symbols (letters, numbers and most

frequent short words). The author reported that after 65 hours

of training one participant was able to understand 38 wpm

(words per minute). More recently, Luzhnica [19] followed a

different encoding scheme using only the location of tactors

to encode 26 letters of English alphabet. The authors used six

tactors on the back of the hand and were able to train users to

perceive letters, words and phrases within only five hours.

A critical aspect of tactile displays is how they encode the

information. Encoding needs to provide patterns that are dis-

criminative. But it also needs to deliver them as fast as possible.

Typically a combination of variations in amplitude [27, 29, 33],

frequency [27, 29, 33], duration [9, 8] and body locations [8,

33, 20, 25] have been used. For instance, Geldard [8] in his Vi-

bratese work used five locations, a variation of three durations

and three intensities to encode the desired symbols. Recently,

Novich [21] showed that spatiotemporal encoding, where tac-

tors in a pattern are turned on and off sequentially one after

the other, results in significantly better discrimination than

the spatially encoded patterns where all tactors in a pattern

onset simultaneously. Liao [18] utilised such a spatiotempo-

ral encoding to encode symbols on the wrist. Although such

encoding works well [18, 21] in terms of being identified by

participants, it is many times slower than the spatial encoding.

Luzhnica [19] used a prioritised overlapping spatiotemporal

encoding where tactors are activated in sequence after a gap,

and they stay on until the pattern is finished. This method

resulted in better recognition accuracy than spatial encoding,

and it is faster than spatiotemporal encoding, as tactors share

most of the activated time.

METHODOLOGY
We address our research questions with three user studies.

In the first study (RQ1), we compose patterns that differ on

vibration intensity for each tactor and investigate the effects of

such variations. In the second user study (RQ2), we compose

overlapping spatiotemporal patterns consisting of one or two

tactors. Patterns differ on the gap between the activation of

tactors and their order. Sensitivity prioritisation guides the

onset of tactors in a pattern. We analyse its effects combined

with gap duration. In both studies, we use only four tactors

as we aim to keep participants interested and at the same time

gather enough data for statistical analysis. We concentrate

on the fingers as locations, because of their known sensitivity

order [6, 30, 12].

In a third user study (RQ3), we add four tactors to the display

design. We add tactors in such a way that everything could

be placed inside a fingerless glove. No tactor is placed on the

palm, to avoid interference with everyday interactions. As

shown in Figure 1, two of tactors (6 and 7) are placed on the

back of the hand, at acceptable discrimination distances as

given by the cutaneous sensitivity of the hand. Additionally,

there are two tactors near the wrist, one on the back and one on

the front of the hand. The primary concern about this design is

whether combinations of tactors 6, 7 and 8 can be used within

the same pattern, considering the small distance between them.

Additionally, as the tactor 9 is on the opposite side of tactor 8,

would their combination be recognisable as well? Combining

fingers with a single tactor on the back of the hand was tested

by Luzhnica et al. [19]. Their setup had a similar distance

between the hand and finger tactors which is assuring that the

distance between hand motors and fingers is enough to avoid

masking. Thus, we do not study patterns combining finger

tactors (1�5) but hand tactors (6�9) to identify whether such

positions are suitable for our task.

In all studies, we investigate how accuracy is affected by

stimulation method, prioritisation, and locations of tactors.

Accuracy is defined to be a binary variable set to true if the

participant identifies all the locations/tactors that compose the

pattern and false otherwise. We use chi-square to determine

whether there is a significant difference in accuracy between

two groups. When comparing more than two groups, we use

Bonferroni correction to determine the significance threshold.

STUDY1: SENSITIVITY PRIORITISED INTENSITY
This study investigates the use of different intensity of stim-

ulation according to the sensitivity of the location. Our as-

sumption is that using different intensities on both tactors with

simultaneous onset; the identification accuracy will increase

compared to using the same intensity (spatial).



Figure 2: Pattern types composed of two tactors/locations: spatiotemporal (ST), overlapping spatiotemporal (OST), spatial (S) and

intensity varying (IV). Base duration (d) represents the activation time of a tactor (t1 and t2). The gap between the activation of

tactors is denoted by g. The height or rectangle represents the intensity of the vibration.

PT PWD

1

PWD

2

g (ms) d (ms)

S 1 1 0 100

IV1 1 0.75 0 100

IV2 1 0.50 0 100

OST1 1 1 10 100

OST2 1 1 20 100

Table 1: Pattern types (PT) used on the user studies. PWD

1

and PWD

1

represent the duty cycles (vibration intensities) of

the first and second tactor of the pattern. The base duration is

denoted by d and the gap between activation by g.

Apparatus
Our device consisted of an Arduino Due board which controls

3.4mm vibrotactile motors of type ROB-08449 (Voltage range:

2.3V ⇠ 3.6V ; Amplitude vibration: 0.8G).

Procedure
We used four tactors (see tactors 1�4) as shown in Figures 1

and 3. For each permutation of the tactors, a set of patterns

with two tactors is generated for spatial (S) and two (IV1,

IV2) types of intensity varying patterns (IV) where one of the

tactors is activated with a lower intensity than the other one

(see Table 1 and Figure 2). The spatial encoding (S) uses the

same intensity on both tactors, and it will serve as a baseline to

compare with other pattern types. The two types of IV patterns

differ in the intensity of vibration used on the second tactor

(see Table 1). Thus, in total, we used three sets of patterns (S,

IV1, IV2). Figure 2 illustrates the patterns used in the study.

Note that as we use an Arduino device to control our tactors,

we are technically unable to set the intensity of the tactors

(Arduino devices do not have analogue output). Nevertheless,

the effect of a lower intensity is achieved by setting a lower

duty cycle of pulse width modulation (PWD). A duty cycle of

1 produces the highest vibration intensity.

Since for each permutation of tactors a pattern is generated,

for spatial (S) patterns, each pattern was included twice on the

set (as the pattern with tactors 1�2 is the same as 2�1). In

the case of IV type (IV1 and IV2), for every two tactors, two

patterns with an opposite order of activation are included (e.g.

1�2, where 1 is activated first and then 2 after a gap and 2�1,

where the order is reversed). Additionally, each set included

a pattern with a single tactor (with max intensity) for each of

the available tactors. In total each of the three sets included 16

Figure 3: The user interface of the first user study (left) and a

picture of a participant during this study (right).

patterns (12 with two tactors and 4 with one tactor). The main

reason to include single tactor patterns is to prevent the cases

where users feel only one tactor, but being aware that there

are only two-tactor patterns, motivates them to guess one they

did not feel. Each participant was tested twice for each three

sets (S, IV1 and IV2) of patterns. Therefore each participant

was tested for 72 (2⇥3⇥12) probes with two tactors and 24

(2⇥3⇥4) probes with single tactor.

The entire experiment was controlled by a Python-based ap-

plication, which for each pattern in the probes, stimulated

participants in a randomised order and then asked them to se-

lect the tactors in the user interface, by selecting the rectangles

representing tactors (see Figure 3) using the mouse. Partici-

pants could repeat the stimulation once if they were distracted

while the stimulation was applied (e.g. if they were making a

comment or a question).

Participants
Eleven participants (six male, five female) took part in the

study. All of them were right handed, and we used the left

hand for stimulation. The right hand was used to operate the

mouse.

Results
Initially, we introduce a new variable called order for pattern

types IV1, IV2. We define the pattern to be ordered if the index

of the first tactor is smaller than the index of the second tactor.

Otherwise, the order is reversed. If the pattern is ordered, then

it is prioritised to stimulate the higher sensitive place with

higher intensity than the lower sensitive place. If it is reversed,

the least sensitive place is stimulated with higher intensity. As

presented in Figure 4, both ordered, and inverse variants of



Figure 4: Correct identification of patterns for each pattern

types (left) used during the first study. The box plot (right)

presents the results averaged per user.

Figure 5: Correct identification of patterns for each pattern

types (left) used during the second user study.

IV1 and IV2 result in worse accuracy than the spatial patterns

(S). Chi-square comparisons reveal:

1. S vs IV1 ordered: c2(2,N = 396) = 5.89, p = 0.015,

2. S vs IV1 reversed: c2(2,N = 396) = 3.4, p = 0.065,

3. S vs IV2 ordered: c2(2,N = 396) = 108.44, p = 0.0,

4. S vs IV2 reversed: c2(2,N = 396) = 83.76, p = 0.0

For IV1, when comparing ordered vs reversed, a chi-

square comparison reveals the differences are not signifi-

cant c2(2,N = 264) = 0.14, p = 0.71. Similarly, for IV2

the changes between ordered and reversed are not signifi-

cant c2(2,N = 264) = 1.71, p = 0.19. When comparing S

with IV1 (both ordered and reversed) the changes are signif-

icant c2(2,N = 528) = 6.91, p < 0.01. Also, for S and IV2

c2(2,N = 528) = 146.85, p = 0.0 the changes are significant.

Similarly, the changes between IV1 and IV2 are significant

c2(2,N = 528) = 94.07, p = 0.0.

STUDY2: SENSITIVITY PRIORITISED ONSET
This study aims to investigate the effect of prioritisation on the

tactors onset when using OST stimulation. We assume that

prioritising onset based on the sensitivity of location yields a

better accuracy in identifying the locations of stimulus.

Procedure
We create a set of spatial encoding patterns (S) and two (OST1,

OST2) overlapping spatiotemporal (OST) types patterns where

a gap between activation of tactors is used (see Table 1 and

Figure 2). The rest of the procedure was identical to the

first study. Each participant was tested twice for each three

sets (S, OST1, OST2) of patterns. Therefore each participant

was tested for 72 (2⇥ 3⇥ 12) trials with two tactors and 24

(2⇥3⇥4) trials with a single tactor.

Figure 6: Correct identification of patterns for each pattern

types (left) used during the second study. The results are

averaged per user.

Participants
Twenty participants (eleven male, nine female) took part in

the study.

Results
We introduce order as a variable for pattern types OST1, OST2.

If the pattern is ordered, then the location with higher sensi-

tivity is stimulated first, and if it is reversed, then the lowest

sensitivity location is prioritised. The average identification

accuracies of ordered, reversed and neutral patterns are pre-

sented in Figure 5. Additionally a boxplot of averages for

each user is presented in Figure 6. The Figures ( 5 and 6)

reveal that ordered OST performs better than reversed (for

both OST1 and OST2) and all combinations of OST perform

better than S. Nevertheless, for determining significance we

will use chi-square test.

Comparing S with ordered and reversed of OST (combined

OST1 and OST2) reveals that changes between S and both

ordered and reversed OST are significant c2(2,N = 960) =
57.56, p = 0.0; respectively c2(2,N = 960) = 24.54, p = 0.0.

Additionally also the changes between ordered and reversed

OST are significant c2(2,N = 960) = 7.23, p = 0.0072. On

the other hand, all combinations of OST and ordering per-

formed significantly better than baseline S

1

:

1. OST1 ordered vs S : c2(2,N = 720) = 27.28, p = 0.0,

2. OST1 reversed vs S :c2(2,N = 720) = 19.92, p = 0.0,

3. OST2 ordered vs S : c2(2,N = 720) = 42.64, p = 0.0 and

4. OST2 reversed vs S : c2(2,N = 720) = 11.24, p = 0.0008

Additionally, the baseline (S) seems to be performing signif-

icantly worse than both OST1 c2(2,N = 960) = 38.33, p =
0.0; and OST2 c2(2,N = 960) = 39.39, p = 0.0. When com-

paring the ordering within OST1 and OST2, for OST1 the

differences do not seem to be significant between ordered and

reversed c2(2,N = 480) = 0.4, p = 0.527; whereas for OST2

the changes are significant c2(2,N = 480) = 9.31, p = 0.002.

Interestingly, the differences between OST1 and OST2 do not

seem to be significant c2(2,N = 960) = 0.1, p = 0.75. Also

the differences between ordered OST1 and ordered OST2 are

not significant c2(1,N = 480) = 0.0, p = 1.0. Similarly, the

differences between reversed OST1 and reversed OST2 are

not significant c2(1,N = 480) = 0.0, p = 1.0.

1

as significance we use a threshold of a = 0.0125 according to

following Bonferroni correction

check this



S OST1 OST2
t1/t2 7 8 9 6 7 8 9 6 7 8 9

6 .79 (.41) .29 (.46) .70 (.46) .94 (.24) .62 (.49) .96 (.20) .85 (.36) .77 (.42) .94 (.24)

7 .32 (.47) .67 (.47) .96 (.20) .75 (.44) .83 (.38) .92 (.28) .88 (.33) .98 (.14)

8 .43 (.50) .50 (.51) .50 (.51) .69 (.47) .62 (.49) .65 (.48) .60 (.49)

9 .85 (.36) .85 (.36) .65 (.48) .81 (.39) .90 (.31) .71 (.46)

Table 2: Results of the second study for each combination of two tactors. The row defines the first activated tactor whereas the

column defines the second. In the case of S both tactors are activated in parallel, therefore, the results are displayed together. Color

coding: - spatial, - ordered (OST), - reversed (OST).

Figure 7: Correct identification of patterns for each pattern that

involves the tactor. Please note that each pattern is included

in two categories as it contains two tactors. Therefore, when

removing tactor 8, the accuracies increase in other groups.

Tactor 6 7 8 9

Accuracy .99 (.08) .99(.12) .90(.30) .99(.12)

Table 3: Average correct identification of patterns composed

of only one tactor.

STUDY3: ADDING MORE TACTORS ON THE HAND
The third study investigates how well OST patterns with two

tactors can be recognised on less sensitive parts of the hand.

Procedure
Three tactors were placed on the back of the hand (one of them

near the wrist) and one on the palm side near the wrist. The

exact positions are given on Figure 1 (tactors 6-9) of the new

design. Apart from the position of tactors, the rest of the study

was organised in the same manner as the second study. Three

sets of probes (S, OST1 and OST2) were used in a randomised

order to test the participants for identification. In total each

user was tested for for 108 (3⇥3⇥12) probes with two tactors

and 36 (3⇥3⇥4) probes with one tactors.

Participants
In this study participated 15 people (seven male, eight female).

Figure 8: Correct identification of patterns for each pattern

that involves two tactors (only for OST patterns).

Results
The accuracies for each combination of tactors are presented

in Table 2. The table shows that all the patterns that involve

tactor 8 perform worse than the others. To elaborate on this

result, in Figure 7 we illustrate the accuracies of patterns

grouped by tactors that they contain. On the top, we visualise

the accuracies of all patterns, whereas, on the bottom, we

visualise only ones that do not involve tactor 8. Note that

groups are not exclusive as each pattern belongs to two groups

(e.g., patterns 6-7 belongs to both groups of tactor 6 and tactor

7) and hence inaccuracies of patterns involving tactor 8 affect

other groups as well. Here, when comparing pairwise, each

group is statistically significant compared to group 8 ( 6 vs 8:

c2(2,N = 1728) = 62.55, p = 0.0; 7 vs 8: c2(2,N = 1728) =
73.15, p= 0.0; and 9 vs 8: c2(2,N = 1728) = 64.25, p= 0.0).

In addition, we present the accuracies of patterns composed

of only one tactor in Table 3. When looking at the com-

parison between acurracies for patterns with one tactor only,

the differences between all other tactors and tactor 8 are sig-

nificant (6 c 8 :c2(2,N = 288) = 10.13, p = 0.0015; 7 vs 8:

c2(2,N = 288) = 8.01, p = 0.0047; and 9 vs 8: c2(2,N =
288) = 8.01, p = 0.0047), whereas the differences between

tactors 6, 7 and 9 are not. Both comparisons (Figure 7 and

Table 3) point out that the location for tactor 8 is not a good

choice for a haptic display.

Following the second study where onset prioritisation resulted

in higher accuracy, we would like to define the order of acti-

vation for positions on hand as well. While for the first and

second studies the sensitivities are well known and studied [6,

30, 12], for the positions chosen in this study, to the best of

our knowledge, there is no evidence comparing their sensitivi-

ties. For this, in Figure 8, we present the average accuracies



for all combinations of tactors including the order for OST

pattern types (both OST1 and OST2). Comparing each of

them (e.g 6-7 vs 7-6) reveals that the differences between 6-9

vs 9-6 (c2(2,N = 192) = 5.35, p = 0.0208) and 7-8 vs 8-7

(c2(2,N = 192) = 11.84, p = 0.0006) are significant.

Based on this evidence, the priorities of stimulation for tactors

6 and 7 would be higher than 9. Between 6 and 7, we would

prioritise 7 just because of the average accuracy, but either

way, it would not make a major difference. Whereas for tactor

8, we would remove it from our design as long as we would

not need to encode a vocabulary with more than 36 symbols.

DISCUSSION
In the first study, we investigated whether by varying the inten-

sity of vibration we can provide an encoding which results in

a better accuracy than the baseline (S) without using any gap

in between the activation of tactors. At least with intensities

that we investigated (which were controlled by a duty cycle

of PWD), such an encoding did not even achieve the same

accuracy as S, let alone exceed it. Nevertheless, we do not im-

mediately discourage other researchers to investigate the same

technique with actuators that offer a more accurate intensity

control. It is entirely possible that by tuning the intensities (in-

vestigating other levels of intensities), this might bring better

results. Within the frame and settings of our study, such an

encoding technique did not prove to be useful.

Our second study reveals that participants identified the stimuli

significantly better using OST than S. Participants also per-

formed significantly better when the order of tactors was from

smallest to the highest index (for the OST). Since that order is

the exact order of sensitivity of the locations [6, 30, 12], this

suggests that prioritising the onset of tactors based on sensi-

tivity in OST encoding significantly increases the accuracy of

identification of patterns. Surprisingly, increase in accuracy

was achieved by prioritising the most sensitive locations first,

which is the opposite of what was assumed to be the case in

previous research [19]. Intuitively, one would expect that by

prioritising the least sensitive location while the more sensitive

one is not active (gap), users would perceive it. Later when

both tactors are activated, even if the least sensitive place is

masked by the more sensitive, participants already are aware

of its simulation (during the gap). Although this encoding is

significantly better than the baseline, the opposite, prioritising

the most sensitive location, works significantly better. Perhaps

exactly the kick of the second activation is much more efficient

mechanism against masking. It is also interesting that the gap

(10 ms vs. 20 ms) used between activation of tactors in OST

did not have a significant effect on identification accuracy. In

our settings (base duration of 100 ms), 20 ms gap increases

the total duration of patterns for 9% (110 ms vs. 120 ms) over

the 10 ms gap. Despite the overhead which will affect the

throughput when encoding symbols, it still did not result in a

significant gain in accuracy.

In the third study, we added four tactors on the hand, and we

tested all combinations of patterns composed by one and two

tactors. The results revealed that tactor 8 is comparably poor

for haptic stimulation as patterns that contain it were identified

significantly worse than patterns that do not. Other locations

seem to provide comparably good accuracy with both OST

encoding types. Please note that even though accuracy is not

100%, they are still a good fit for a haptic display as there is

some learning effect to it. For instance, in [19], participants

after some training time performed much better in identifying

the symbol associated with the pattern (98% accurate within

one hour of training) than they performed in a pre-study where

they were asked identify the location of stimulus (83% on

the hand for patterns with two tactors). This suggests that

as users are exposed more to the stimulus, they can identify

more accurately the stimulus. Considering the results of the

third study, our final design of the glove based haptic display

is composed on eight tactors. Seven (1� 7 in Figure 1) of

them placed on the back of the hand whereas one is placed on

the wrist of the palm side of the hand (9 in Figure 1). With

eight tactors, we would be able to encode 36 different symbols

using prioritised OST, which is enough for the entire English

alphabet and most important punctuations.

CONCLUSION
In this paper, we investigate detailed aspects of hand based

tactile display for encoding large vocabularies consisting of

36 symbols. We present results of investigating methods that

use sensitivity based prioritisation in encoding, which ensures

high throughput and accuracy.

First, we show that using different vibration intensities be-

tween tactors does not contribute to a higher accuracy (even

when they are prioritised by sensitivity) than the baseline spa-

tial encoding where the intensities are kept constant for both

tactors. Next, we examine whether the order of activation of

tactors in an overlapping spatiotemporal stimulation has an

effect in correctly identifying the stimulus. Our results suggest

that prioritising the activation of tactors based on highest sen-

sitive place towards lowest significantly increases the accuracy.

Our results are surprising and exactly the opposite of what

authors in [19] assumed. Prioritising the tactors suggest, will

contribute to an increase in perception accuracy.

Moreover, we extended our investigation on sensitivity to

additional hand locations [19]. We experimented with four

additional locations and kept three for a final design with

eight tactors. This paper presented design guidelines for sen-

sitivity based prioritisation in encoding haptics patterns. The

guidelines are backed by empirical evidence obtained with a

wearable display using tactors. It is our hope that the evidence

and guidelines defined in this research paper will find their

way in the design of wearable haptics displays in the future.
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