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Cβ(X,W) := (1− 2β) (H(Y2|Y1)−H(Y2|X1))− βI(Y1;Y2)

∗ β = 0.5: information-theoretic pairwise clustering
∗ β = 1: information bottleneck problem

Rana Ali Amjad, Clemens Blochl, and Bernhard C. Geiger. “A Generalized Framework For
Kullback–Leibler Markov Aggregation”. In: IEEE Transactions on Automatic Control 65.7 (July 2020),
pp. 3068–3075. issn: 2334-3303. doi: 10.1109/tac.2019.2945891. url:
http://dx.doi.org/10.1109/TAC.2019.2945891

page 6

https://doi.org/10.1109/tac.2019.2945891
http://dx.doi.org/10.1109/TAC.2019.2945891


Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Cost function

Cβ(X,W) := (1− 2β) (H(Y2|Y1)−H(Y2|X1))− βI(Y1;Y2)

+ Special cases:

∗ β = 0.5: information-theoretic pairwise clustering
∗ β = 1: information bottleneck problem

Amjad, Blochl, and Geiger, “A Generalized Framework For Kullback–Leibler Markov Aggregation”

page 6



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Cost function

Cβ(X,W) := (1− 2β) (H(Y2|Y1)−H(Y2|X1))− βI(Y1;Y2)

+ Special cases:
∗ β = 0.5: information-theoretic pairwise clustering

∗ β = 1: information bottleneck problem

Amjad, Blochl, and Geiger, “A Generalized Framework For Kullback–Leibler Markov Aggregation”

page 6



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Cost function

Cβ(X,W) := (1− 2β) (H(Y2|Y1)−H(Y2|X1))− βI(Y1;Y2)

+ Special cases:
∗ β = 0.5: information-theoretic pairwise clustering
∗ β = 1: information bottleneck problem

Amjad, Blochl, and Geiger, “A Generalized Framework For Kullback–Leibler Markov Aggregation”

page 6



Semi-Supervised Clustering via Markov Aggregation
∗ Markov Aggregation
∗ Clustering via Markov Aggregation
∗ Algorithm



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering via Markov Aggregation Introduction

Idea:

∗ Minimizing the cost function → grouping of states X
∗ Use for grouping of data points
∗ Construct the transition probability matrix P

Pi→j ∝ e−
∥xi−xj∥

2
2

σk

∗ xi, xj . . . . . coordinate of i-th and j-th data point
∗ ∥ · ∥22 . . . . . squared Euclidean distance
∗ σk . . . . . . scaling parameter

page 7



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering via Markov Aggregation Introduction

Idea:
∗ Minimizing the cost function → grouping of states X

∗ Use for grouping of data points
∗ Construct the transition probability matrix P

Pi→j ∝ e−
∥xi−xj∥

2
2

σk

∗ xi, xj . . . . . coordinate of i-th and j-th data point
∗ ∥ · ∥22 . . . . . squared Euclidean distance
∗ σk . . . . . . scaling parameter

page 7



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering via Markov Aggregation Introduction

Idea:
∗ Minimizing the cost function → grouping of states X
∗ Use for grouping of data points

∗ Construct the transition probability matrix P

Pi→j ∝ e−
∥xi−xj∥

2
2

σk

∗ xi, xj . . . . . coordinate of i-th and j-th data point
∗ ∥ · ∥22 . . . . . squared Euclidean distance
∗ σk . . . . . . scaling parameter

page 7



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering via Markov Aggregation Introduction

Idea:
∗ Minimizing the cost function → grouping of states X
∗ Use for grouping of data points

How:

∗ Construct the transition probability matrix P

Pi→j ∝ e−
∥xi−xj∥

2
2

σk

∗ xi, xj . . . . . coordinate of i-th and j-th data point
∗ ∥ · ∥22 . . . . . squared Euclidean distance
∗ σk . . . . . . scaling parameter

page 7



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering via Markov Aggregation Introduction

Idea:
∗ Minimizing the cost function → grouping of states X
∗ Use for grouping of data points

How:
∗ Construct the transition probability matrix P

Pi→j ∝ e−
∥xi−xj∥

2
2

σk

∗ xi, xj . . . . . coordinate of i-th and j-th data point
∗ ∥ · ∥22 . . . . . squared Euclidean distance
∗ σk . . . . . . scaling parameter

page 7



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering via Markov Aggregation Introduction

Idea:
∗ Minimizing the cost function → grouping of states X
∗ Use for grouping of data points

How:
∗ Construct the transition probability matrix P

Pi→j ∝ e−
∥xi−xj∥

2
2

σk

∗ xi, xj . . . . . coordinate of i-th and j-th data point

∗ ∥ · ∥22 . . . . . squared Euclidean distance
∗ σk . . . . . . scaling parameter

page 7



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering via Markov Aggregation Introduction

Idea:
∗ Minimizing the cost function → grouping of states X
∗ Use for grouping of data points

How:
∗ Construct the transition probability matrix P

Pi→j ∝ e−
∥xi−xj∥

2
2

σk

∗ xi, xj . . . . . coordinate of i-th and j-th data point
∗ ∥ · ∥22 . . . . . squared Euclidean distance

∗ σk . . . . . . scaling parameter

page 7



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering via Markov Aggregation Introduction

Idea:
∗ Minimizing the cost function → grouping of states X
∗ Use for grouping of data points

How:
∗ Construct the transition probability matrix P

Pi→j ∝ e−
∥xi−xj∥

2
2

σk

∗ xi, xj . . . . . coordinate of i-th and j-th data point
∗ ∥ · ∥22 . . . . . squared Euclidean distance
∗ σk . . . . . . scaling parameter

page 7



Semi-Supervised Clustering via Markov Aggregation
∗ Markov Aggregation
∗ Clustering via Markov Aggregation
∗ Algorithm



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

page 8



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

page 8



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

page 8



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

∗ Clusters:
y1 y2 y3

page 8



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

∗ Clusters:
y1 y2 y3

∗ Initial aggregation function ginit −→ greedy
coloring algorithm

page 8



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

∗ Clusters:
y1 y2 y3

∗ Initial aggregation function ginit −→ greedy
coloring algorithm

page 8



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

∗ Clusters:
y1 y2 y3

∗ Initial aggregation function ginit −→ greedy
coloring algorithm

page 8



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

∗ Clusters:
y1 y2 y3

∗ Initial aggregation function ginit −→ greedy
coloring algorithm

page 8



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

y2 not allowed

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

y2 not allowed

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

y2 not allowed

Cgy3
= Cβ(X, gy3)

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

y2 not allowed

Cgy3
= Cβ(X, gy3)

⇒ g = arg min
gyi

Cgyi

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

Cgy2
= Cβ(X, gy2)

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

Cgy2
= Cβ(X, gy2)

y3 not allowed

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

Cgy2
= Cβ(X, gy2)

y3 not allowed

⇒ g = arg min
gyi

Cgyi

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

Cgy2
= Cβ(X, gy2)

y3 not allowed

⇒ g = arg min
gyi

Cgyi

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

Cgy2
= Cβ(X, gy2)

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

Cgy2
= Cβ(X, gy2)

Cgy3
= Cβ(X, gy3)

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

Cgy2
= Cβ(X, gy2)

Cgy3
= Cβ(X, gy3)

⇒ g = arg min
gyi

Cgyi

page 9



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Semi-supervised sequential algorithm Visualization

x1

x2

x3

x4

...

Cgy1
= Cβ(X, gy1)

Cgy2
= Cβ(X, gy2)

Cgy3
= Cβ(X, gy3)

⇒ g = arg min
gyi

Cgyi

page 9



Experiments
∗ Experimental setup
∗ Influence of the hyperparameters
∗ Side-information
∗ Few labeled classes



Experiments
∗ Experimental setup
∗ Influence of the hyperparameters
∗ Side-information
∗ Few labeled classes



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering accuracy

Normalized Mutual Information:

NMI(X ,Y) =
2I(Y;X )

H(Y) +H(X )

∗ X . . . . . true partition
∗ Y . . . . . estimated partition
∗ NMI = 0: no mutual information
∗ NMI = 1: identical partitions

page 10



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering accuracy

Normalized Mutual Information:

NMI(X ,Y) =
2I(Y;X )

H(Y) +H(X )

∗ X . . . . . true partition

∗ Y . . . . . estimated partition
∗ NMI = 0: no mutual information
∗ NMI = 1: identical partitions

page 10



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering accuracy

Normalized Mutual Information:

NMI(X ,Y) =
2I(Y;X )

H(Y) +H(X )

∗ X . . . . . true partition
∗ Y . . . . . estimated partition

∗ NMI = 0: no mutual information
∗ NMI = 1: identical partitions

page 10



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering accuracy

Normalized Mutual Information:

NMI(X ,Y) =
2I(Y;X )

H(Y) +H(X )

∗ X . . . . . true partition
∗ Y . . . . . estimated partition
∗ NMI = 0: no mutual information

∗ NMI = 1: identical partitions

page 10



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Clustering accuracy

Normalized Mutual Information:

NMI(X ,Y) =
2I(Y;X )

H(Y) +H(X )

∗ X . . . . . true partition
∗ Y . . . . . estimated partition
∗ NMI = 0: no mutual information
∗ NMI = 1: identical partitions

page 10



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information

Pairwise constraints:

∗ Select a fraction of data points:

⇒ Assign the true label
⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information

Pairwise constraints:
∗ Select a fraction of data points:

⇒ Assign the true label
⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information

Pairwise constraints:
∗ Select a fraction of data points:

⇒ Assign the true label

⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information

Pairwise constraints:
∗ Select a fraction of data points:

⇒ Assign the true label
⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information

Pairwise constraints:
∗ Select a fraction of data points:

⇒ Assign the true label
⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Unsupervised Clustering

∗ Select a fraction of data points:

⇒ Assign the true label
⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Unsupervised Clustering

∗ Select a fraction of data points:

⇒ Assign the true label
⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Semisupervised Clustering

∗ Select a fraction of data points:

⇒ Assign the true label
⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Semisupervised Clustering

∗ Select a fraction of data points:

⇒ Assign the true label
⇒ Generation of pairwise constraints

∗ Average resulting NMI over 10 runs

page 11



Experiments
∗ Experimental setup
∗ Influence of the hyperparameters
∗ Side-information
∗ Few labeled classes



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Setup

Setup:

∗ Parameters: β = {0, 0.5, 1}, k varied
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Datasets: circles, iris

Observations:
∗ Influence on accuracy for unsupervised and semi-supervised case

page 12



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Setup

Setup:
∗ Parameters: β = {0, 0.5, 1}, k varied

∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Datasets: circles, iris

Observations:
∗ Influence on accuracy for unsupervised and semi-supervised case

page 12



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Setup

Setup:
∗ Parameters: β = {0, 0.5, 1}, k varied
∗ Fraction of labeled data: 0, 10, 20, 30%

∗ Datasets: circles, iris

Observations:
∗ Influence on accuracy for unsupervised and semi-supervised case

page 12



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Setup

Setup:
∗ Parameters: β = {0, 0.5, 1}, k varied
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Datasets: circles, iris

Observations:
∗ Influence on accuracy for unsupervised and semi-supervised case

page 12



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Setup

Setup:
∗ Parameters: β = {0, 0.5, 1}, k varied
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Datasets: circles, iris

Observations:
∗ Influence on accuracy for unsupervised and semi-supervised case

page 12



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Setup

Setup:
∗ Parameters: β = {0, 0.5, 1}, k varied
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Datasets: circles, iris

Observations:

∗ Influence on accuracy for unsupervised and semi-supervised case

page 12



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Setup

Setup:
∗ Parameters: β = {0, 0.5, 1}, k varied
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Datasets: circles, iris

Observations:
∗ Influence on accuracy for unsupervised and semi-supervised case

page 12



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Results: Circles dataset

β = 0 β = 0.5 β = 1

page 13



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Results: Circles dataset

β = 0

β = 0.5 β = 1

page 13



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Results: Circles dataset

β = 0 β = 0.5

β = 1

page 13



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Results: Circles dataset

β = 0 β = 0.5 β = 1

page 13



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Results: Iris dataset

β = 0 β = 0.5 β = 1

page 14



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Results: Iris dataset

β = 0

β = 0.5 β = 1

page 14



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Results: Iris dataset

β = 0 β = 0.5

β = 1

page 14



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of k Results: Iris dataset

β = 0 β = 0.5 β = 1

page 14



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of beta Setup

Setup:

∗ Parameters: k = 20, β varied
∗ Datasets: selected UCI datasets

∗ Influence on accuracy for unsupervised and semi-supervised case

page 15



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of beta Setup

Setup:
∗ Parameters: k = 20, β varied

∗ Datasets: selected UCI datasets

∗ Influence on accuracy for unsupervised and semi-supervised case

page 15



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of beta Setup

Setup:
∗ Parameters: k = 20, β varied
∗ Datasets: selected UCI datasets

∗ Influence on accuracy for unsupervised and semi-supervised case

page 15



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of beta Setup

Setup:
∗ Parameters: k = 20, β varied
∗ Datasets: selected UCI datasets

∗ Influence on accuracy for unsupervised and semi-supervised case

page 15



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of beta Setup

Setup:
∗ Parameters: k = 20, β varied
∗ Datasets: selected UCI datasets

Observations:

∗ Influence on accuracy for unsupervised and semi-supervised case

page 15



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of beta Setup

Setup:
∗ Parameters: k = 20, β varied
∗ Datasets: selected UCI datasets

Observations:
∗ Influence on accuracy for unsupervised and semi-supervised case

page 15



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Influence of beta Results: semi-supervised (20% labeled data)

page 16



Experiments
∗ Experimental setup
∗ Influence of the hyperparameters
∗ Side-information
∗ Few labeled classes



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Setup

Setup:

∗ Fraction of labeled data: 0, 10, 20, 30%
∗ β = 0.5, k = 20

∗ Comparison to state-of-the-art-algorithms

∗ Influence of labeled data on accuracy
∗ Performance compared to other methods

page 17



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%

∗ β = 0.5, k = 20

∗ Comparison to state-of-the-art-algorithms

∗ Influence of labeled data on accuracy
∗ Performance compared to other methods

page 17



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ β = 0.5, k = 20

∗ Comparison to state-of-the-art-algorithms 1

∗ Influence of labeled data on accuracy
∗ Performance compared to other methods

1Marek Smieja and Bernhard C. Geiger. “Semi-supervised cross-entropy clustering with information
bottleneck constraint”. In: Information Sciences 421 (Dec. 2017), pp. 254–271

page 17



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ β = 0.5, k = 20

∗ Comparison to state-of-the-art-algorithms 1

∗ Influence of labeled data on accuracy
∗ Performance compared to other methods

1Smieja and Geiger, “Semi-supervised cross-entropy clustering with information bottleneck
constraint”

page 17



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ β = 0.5, k = 20

∗ Comparison to state-of-the-art-algorithms 1

Observations:

∗ Influence of labeled data on accuracy
∗ Performance compared to other methods

1Smieja and Geiger, “Semi-supervised cross-entropy clustering with information bottleneck
constraint”

page 17



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ β = 0.5, k = 20

∗ Comparison to state-of-the-art-algorithms 1

Observations:
∗ Influence of labeled data on accuracy

∗ Performance compared to other methods

1Smieja and Geiger, “Semi-supervised cross-entropy clustering with information bottleneck
constraint”

page 17



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ β = 0.5, k = 20

∗ Comparison to state-of-the-art-algorithms 1

Observations:
∗ Influence of labeled data on accuracy
∗ Performance compared to other methods

1Smieja and Geiger, “Semi-supervised cross-entropy clustering with information bottleneck
constraint”

page 17



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Results: Overview

page 18



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Results: Details

page 19



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Results: Details

page 19



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Side-information Results: Details

page 19



Experiments
∗ Experimental setup
∗ Influence of the hyperparameters
∗ Side-information
∗ Few labeled classes



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Setup

Setup:

∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Samples taken from 2 classes

∗ Classes are selected randomly
∗ Must cover > 30% of total data

∗ Influence of labeled data on accuracy

page 20



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%

∗ Samples taken from 2 classes

∗ Classes are selected randomly
∗ Must cover > 30% of total data

∗ Influence of labeled data on accuracy

page 20



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Samples taken from 2 classes

∗ Classes are selected randomly
∗ Must cover > 30% of total data

∗ Influence of labeled data on accuracy

page 20



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Samples taken from 2 classes

∗ Classes are selected randomly

∗ Must cover > 30% of total data

∗ Influence of labeled data on accuracy

page 20



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Samples taken from 2 classes

∗ Classes are selected randomly
∗ Must cover > 30% of total data

∗ Influence of labeled data on accuracy

page 20



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Samples taken from 2 classes

∗ Classes are selected randomly
∗ Must cover > 30% of total data

Observations:

∗ Influence of labeled data on accuracy

page 20



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Setup

Setup:
∗ Fraction of labeled data: 0, 10, 20, 30%
∗ Samples taken from 2 classes

∗ Classes are selected randomly
∗ Must cover > 30% of total data

Observations:
∗ Influence of labeled data on accuracy

page 20



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Results: Few vs all classes

page 21



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Results: Details

page 22



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Results: Details

page 22



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Few labeled classes Results: Details

page 22



Limitations



Introduction Semi-Supervised Clustering via Markov Aggregation Experiments Limitations Conclusion

» Limitations

 Erroneous partition-level side information
∗ Sensitive to noisy constraints

 Non exhaustive pairwise constraints

∗ if (x, x′) ∈ M and (x, x′′) ∈ N , then also x′ and x′′ should not link
∗ if (x, x′) ∈ M and (x, x′′) ∈ M, then also x′ and x′′ should link

 Negative influence of cannot-link constraints.

∗ Moderate numbers of cannot-link constraints
∗ Initial coloring: cannot-link constraints → assign to the first cluster available
∗ Problem for few classes: constrained data pairs are forced to stay in place
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» Conclusion

 Unsupervised clustering via Markov aggregation −→ accept pairwise constraints

 Lowers sensitivity to hyperparameters
 Learns non-linear decision boundaries
 Competes with state-of-the-art semi-supervised clustering techniques

 Full-text: https://arxiv.org/abs/2112.09397
 https://github.com/stegsoph/Constrained-Markov-Clustering.git
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Thank you for your attention!
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