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Additive manufacturing becomes a more and more important technology for production, mainly driven by the ability to
realise extremely complex structures using multiple materials but without assembly or excessive waste. Nevertheless, like
any high-precision technology additive manufacturing responds to interferences during the manufacturing process. These
interferences — like vibrations — might lead to deviations in product quality, becoming manifest for instance in a reduced
lifetime of a product or application issues. This study targets the issue of detecting such interferences during a manufactur-
ing process in an exemplary experimental setup. Collection of data using current sensor technology directly on a 3D-printer
enables a quantitative detection of interferences. The evaluation provides insights into the effectiveness of the realised
application-oriented setup, the effort required for equipping a manufacturing system with sensors, and the effort for acqui-
sition and processing the data. These insights are of practical utility for organisations dealing with additive manufacturing:
the chosen approach for detecting interferences shows promising results, reaching interference detection rates of up to 100%
depending on the applied data processing configuration.

Keywords: additive manufacturing; machine learning; 3D-printer; interference detection; data processing system; feature
engineering

1. Introduction

Market requirements and technical innovations motivate transformations of manufacturing processes at a tearing pace. These
transformations have an impact on several fields, including new manufacturing technologies, interconnectedness of manu-
facturing systems, or availability and access to extended manufacturing data. Improved sensor technology enables a massive
collection of measurements, catering for a much more detailed and comprehensive monitoring of manufacturing equipment
and machinery. Similar to the sensor technology, the available digital networks, computing power, and data storage get
ever more powerful over time. Hence, it is becoming more and more common that manufacturing appliances are equipped
with sensors and connected to computational entities, thus forming a fully integrated Cyber-Physical System (CPS). CPSs
provide an increased availability of data collected on shop floors and offer new possibilities to master challenges in the
manufacturing domain by applying methods with origin in Data Science. This is a big step towards the next generation of
manufacturing, referred to as ‘Industry 4.0’ (Lee, Kao, and Yang. 2014; Lasi et al. 2014).

In addition to these digital changes also new manufacturing technologies arise. Besides progress in ‘traditional’ tech-
nologies based on computer numerical control (CNC) — like milling, turning, or grinding (as indicated, e.g. in Suh
et al. 2008) — additive manufacturing technologies like 3D-printing or laser sintering made a great leap forward in their
development (Calignano et al. 2017). A rising number of researchers give attention to the proclaimed ‘additive revolution’,
advancing the technology from being applied merely in development, prototyping, or rapid tooling to a serious alternative to
conventional manufacturing for more and more applications, e.g. for products with complex and personalised geometries,
respectively (Battaia et al. 2018; D’ Aveni 2015; Gao et al. 2015; Jayaram and Vickery 2018).

One natural and frequently occurring issue of new manufacturing technologies is the sensitivity to interferences leading
to challenges for manufacturing process control. Difficile manufacturing processes like additive manufacturing technologies
are prone to interferences induced by dependent (internal) or independent (external) sources, as indicated for instance
by Kim et al. (2018), Lu and Wong (2018) or Tofail et al. (2018). Such interferences might have a severe impact on
various production-related topics, as for example the state of the unit itself or the resulting product quality (Franco-Gasca
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et al. 2006; Oropallo and Piegl 2016; Teti et al. 2010). To explore and overcome such issues and to pave the way for
intelligent machining, machines are equipped with sensor-based measuring systems collecting data related to interferences
which occur during the manufacturing process execution (Altintas 2012; Anderegg et al. 2019).

The sensors and the data they produce are the basis for an analysis, resulting in a deeper understanding of the additive
manufacturing processes and technologies. Huang et al. (2015) describe that the research need in additive manufacturing not
only lies in materials and processes, but also in sensing, control, and modelling to derive a better understanding of additive
manufacturing processes. The work of Tofail et al. (2018) highlights that measuring and evaluation of product quality are
still a challenge in science and industry, especially in-situ measuring and quality evaluations supporting the manufacturing
process. In this context, increased knowledge about product quality and manufacturing conditions by improving detection of
interferences supports the optimisation of additive manufacturing in order to better utilise feed materials, increase production
yield, avoid rejects and rework, and improve energy efficiency.

This article presents an approach to detect such interferences during an additive manufacturing process with a 3D-printer.
The 3D-printer is placed in a controlled laboratory setting ensuring reproducible experimental conditions. Vibrations as
interferences are applied while the printing process is ongoing. The presented approach imitates a shop floor for additive
manufacturing where both the build plate and the print head of a 3D-printer are equipped with three-dimensional acceleration
sensors with a high sampling rate and resolution. The collected measurements contain periods with and without vibration
interference, thereby creating the data corpus for subsequent data processing and machine learning (ML) analysis. In order
to process this data in a structured way, a data processing system (DPS) integrating mechanisms of data pre-processing,
feature extraction, feature selection, ML, and result processing is developed and implemented.

The work contributes to and extends the scientific literature by (1) introducing a setup suitable for reproducible inter-
ference experiments in additive manufacturing independent from real shop floor data; (2) studying ML-based detection of
interferences which might occur during an additive manufacturing process and respective detection performance; (3) pro-
viding an overview of gained insights from implementing such a system, with a particular focus on the efforts to equip
manufacturing systems with sensors and analysing the data. The experimental setup and the DPS provide the basis for the
evaluation of 50,000 different interference detection configurations, confirming that ML can achieve excellent interference
detection rates when combined with appropriate pre-processing and data transformation methods.

The next section discusses the existing literature and work related to this paper. Section 3 elaborates on the methodology,
the experimental setup and data acquisition. This is followed by a description of the DPS and ML pipeline in Section 4.
Section 5 then evaluates the different pipeline configurations and respective results and sheds light on the effectiveness of
and the effort spent on the study. The paper closes with a discussion of the findings and an outlook on further research
opportunities in Section 6.

2. Related work

The approach in this work is a prototypical application of Industry 4.0 using a 3D-printer, dealing with ‘the establishment
of intelligent products and production processes’ (Cemernek, Gursch, and Kern 2017). It is embedded in the context of
cyber-physical systems, integrating typical characteristics and technologies like computation, communication, physical pro-
duction, additive manufacturing, or (big) data (Ghobakhloo 2019; Hahn 2019; Ivanov, Dolgui, and Sokolov 2019; Wang
and Wang 2016; Winkelhaus and Grosse 2019).

Due to the focus on an experimental setup using additive manufacturing for data-based detection of interferences, we first
discuss scientific literature related to applications and experiments for anomaly detection in manufacturing, mainly based
on sensor data. Thereafter, an overview of current data-driven studies involving technologies of additive manufacturing is
provided.

2.1. Sensor-based applications and experiments in manufacturing

Teti et al. (2010) provide an overview of monitoring of machining and discuss respective sensors and sensor systems
(e.g. measurement of motor power, forces, acoustics, vibration), advanced signal processing, scopes of monitoring and
methods for decision making and support. In a more specialised review, Ambhore et al. (2015) summarise the topic of
tool condition monitoring, particularly process parameters measuring, data acquisition and processing, and decision-making
techniques. The authors conclude that progress regarding new sensors and sensor systems, advanced sensor signal and data
processing, and intelligent sensor monitoring is required.

A bulk of literature deals with the detection of machine and tool condition, primarily for Computerized Numerical Con-
trol (CNC) machinery. In an early study, Liu, Zhang, and Lin (1998) use typical fault categories of CNC machine tools as
reference patterns to identify deviations from the desired output. Using a comparably small set of data, the presented fuzzy
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pattern recognition technique based on primary component extraction is able to identify major components of machine
tool faults and also respective categories and direction. Downey et al. (2015) present a data acquisition approach using
multiple sensors — acoustic emission, cutting forces, vibration, images for wear of tools — in a real-time production environ-
ment. The continuation of the work includes the demonstration, description and visualisation of the sensor-fused acquired
data (Downey et al. 2016). Balsamo et al. (2016) could detect critical tool failures on a turning machine by means of
statistical characteristics of cutting forces while the application of acoustic emission failed. Signals of a camera and a
three-component dynamometer are fused and processed applying unsupervised batch training in order to monitor the tool
condition of a CNC milling machine in Wang et al. (2007). The self-organising map facilitates a model independent from
cutting conditions. Grasso, Maria Colosimo, and Pacella (2014) study the application of two Principal Component Analysis
(PCA) methods on multi-channel data for profile monitoring, in simulation and in a real waterjet cutting test case. The PCA
methods slightly outperform location control chart and artificial neural network in terms of fault detection. The autonomous
diagnostics using unlabelled data is targeted by Chinnam and Baruah (2009). A Hidden Markov Model caters for an online
estimation of remaining-useful-life of drill-bits by incorporation of thrust-force and torque sensors of a CNC machine. An
alternative approach for tool failure monitoring in drilling machines is based on measurement of spindle current (Franco-
Gasca et al. 2006). Autocorrelation asymmetry analysis applied on data subject to Discrete Wavelet Transformation indicates
that spindle current can be related to wear of tool. Improvement of contouring accuracy of CNC machine tools also in con-
sideration of external disturbances is in the scope of Yeh and Sun (2013). A feedforward motion control design and a digital
disturbance observer process measurements of control input and position output and can significantly improve tracking
accuracy and contouring accuracy.

Some recent studies focus on experimental setups for additive manufacturing. Goegelein et al. (2018) introduce an
online process monitoring system based on optical tomography in order to detect defects, i.e. lack of fusion. Studying the
potential of polymer pellets as raw material for additive manufacturing is in the scope of Volpato et al. (2015). The authors
designed a novel extrusion head which is able to convert polymer pellets into continuous filament. In an experimental
setup, Anderegg et al. (2019) provide insights into the design of a fused filament fabrication nozzle which facilitates in-situ
measurements of temperature and flow rate during the part build process. Kim et al. (2018) investigate the relationship
between deposition defects in a fused deposition modelling machine and the current supplied to the filament feed motor.
The defect of unintentional obstruction could be detected with this setup.

2.2. Data-driven studies with additive manufacturing

The rising importance of additive manufacturing also increased related research work in this field, particularly concern-
ing sensor technology combined with ML. Tapia and Elwany (2014) review the scientific literature on process monitoring
and control in metal-based additive manufacturing and identify research opportunities. Similar but with a focus on powder
bed fusion, Mani et al. (2017) identify needs for measurement science relevant for real-time additive manufacturing pro-
cess control. The authors provide insights into control schemes, variety of pre-/in-/post-processing measurements, different
modelling and simulation approaches and commercially used real-time control.

Manifold experimental studies on quality issues in additive manufacturing were conducted. Huang et al. (2014) provide
a statistical predictive modelling in order to predict and improve the quality of printed parts by adaption of input product
geometry based on output product deviation. The impact of parameter choice on quality and reproducibility of the printer
builds is studied by Sbriglia et al. (2016); based on the frequency response function induced by a shaker, experiments are
conducted and examined judging the impact of print layer height, print speed, and tool path. Further approaches for laser
powder bed fusion use images (Scime and Beuth. 2018) or acoustic emissions (Shevchik et al. 2018b). The former focusses
on anomaly detection and classification by processing images with unsupervised learning. However, the model is appropriate
for post-build analysis but not for online analysis due to the quite low classification rate. Shevchik et al. (2018b) elaborate
on how data for quality monitoring is acquired using an acoustic sensor installed inside the process chamber. Applying
the method of spectral convolutional neural networks results in a correct classification of 83—-89% of three different part
qualities. In a sensor fusion approach, Rao et al. (2015) use thermocouples, accelerometers, infrared temperature sensor
and video for online real-time quality monitoring. The method mix of Bayesian Dirichlet process and evidence theory
facilitates real-time identification and correction of process drifts while at the same time improving results of formerly
applied methods.

In summary, the related literature reveals the scarcity of laboratory settings and applications for data-oriented experi-
ments in additive manufacturing. Although numerous studies in the field of CNC machinery show the meaningfulness of
data-driven approaches, the number of such studies in additive manufacturing is limited. In contrast to that, the huge vari-
ety of potential sources for interferences indicates a relevant research gap to be closed in order to pave the way for the
development of additive manufacturing.
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3. Experimental setup, hardware and data acquisition

To obtain the envisaged contributions of the paper, experiments using appropriate technology are conducted. Therefore, this
section elaborates on the experimental setup and the hardware components required for the experiment in this section. The
3D-printer, applied hardware consisting of sensors and data acquisition device, the data acquisition process and the resulting
data are described.

3.1. Experimental setup and applied hardware

One of the main objectives is to gain insights into the detection of interferences during an additive manufacturing process,
whereby a 3D-printer was used as an example. Interferences have to be induced in a controllable way, and the impact is
measured using sensor equipment.

To generate a meaningful dataset with controlled interferences, three types of external disturbances to the printing
process were deliberately introduced by the operator.

e Vibrations caused by a mobile phone placed on the build plate of the 3D-printer causing rhythmic acceleration
forces on the build plate.

e Vibrations caused by random finger-knocking of the operator on the build plate, resulting in random patterns
concerning timing, position and intensity.

e Combination of the first two vibration types.

The different interferences were chosen as reproducible representatives of interferences encountered in the typical oper-
ations of the 3D-printer, like vibrations caused by people passing by or a train passing by the building. Obviously, in real-life
manufacturing environments there are manifold types of and sources interferences. For example, the conditions for addi-
tive manufacturing located in a stamping plant manufacturing car body parts — where intense vibrations every few seconds
might occur — vary tremendously from a typical machining company focusing on turning or milling, where continuously
a-rhythmical interferences can impact the process. Also structural conditions like vibration absorbers, aircondition, or ambi-
ent temperature might influence the type of interference in a real manufacturing case. Although this study does not provide
a complete set of interferences, it provides a first modelling approach in order to demonstrate how such interferences in
the form of vibrations can be detected and analysed so that potential insights can be fed back to the manufacturing or
other processes. In any case, the chosen sources of interference facilitate controlled experimental conditions in a laboratory
environment.

For technical specification of the used 3D-printer we refer to A.1 in Appendix. The measurement equipment needs to
satisfy several requirements when applied on a 3D-printer use case. Particularly, the 3D-printer must be delicate enough to
be influenced by the experiment operator but protected from other sources of interference. The used sensors must be small
and of low weight to be mountable on the 3D-printer without impacting the printing process. Furthermore, a high resolution
and a wide range of sensor measures are needed to capture the acceleration forces. The data acquisition connected to the
sensors needs a high performance to cope with the amount of sensor data.

For data collection, we equipped the 3D-printer with acceleration sensing devices able to detect the acceleration in three
axes. Two accelerometer devices were used, where one was placed on the print head and the other one under the build plate.
The used accelerometer model is iIMEMS® ADXL330,' its specification is given in A.2 in Appendix.

To obtain an additional control variable, the 3D-printer was also equipped with two temperature sensors for measuring
temperatures of the nozzle and the environment. One sensor was placed on the Olsson block close to the print head noz-
zle, whereas the other one was placed on the outer surface of the printer casing. The sensors used are Labfacility Pt100
Elements, Thin Film (100 Ohm),? with further details described in A.3 in Appendix.

Data from the sensors was gathered using the data acquisition device VIFDAQ (Lieschnegg et al. 2011). The dimen-
sions of this autonomous acquisition system are 30 mm length, 20 mm width, and 15 mm height. It features synchronous
sensor acquisition and synchronous wireless sensor networks with a battery lasting for multiple hours of measurement. The
schematic view of the printer and related components can be seen in Figure 1.

3.2. Data acquisition and resultant data

During the process of printing the experiment, the operator intervened by creating the three aforementioned types of inter-
ference. The process of printing lasted 4:21 minutes at a sampling frequency of 2 kHz, resulting in a final dataset consisting
of roughly 523,000 rows with 8 columns. In addition to that also the time points of intervention were recorded, resulting
in a columnar vector of labels indicating the presence or absence of interference. The sampling frequency of 2kHz is in
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Accelerometer ~ 4
Temperature Sensor

Build Plate

Figure 1. Schematic view of hardware components. Source: Own representation.

line with requirements defined in the current literature on vibrations in the area of additive manufacturing (Duan, Yoon,
and Okwudire 2018). This sampling frequency allows — although ending up in a rather large dataset — to acquire data of
the induced interferences with a sufficiently high resolution, thereby providing a clear picture of detailed characteristics
of induced interferences. Such a high sampling frequency enables to evaluate different data configurations for detection of
interferences, and in particular, provides the base for determining minimum resolution requirements for enabling future near
real-time detection of interferences. The data gathered from sensors were stored on a microSD card inserted in VIFDAQ in
binary form, then transferred to a PC and converted into a comma-separated (CSV) file.
In this CSV file, a row represents a measurement with nine variables as columns:

ADC1, ADC2, ADC3 — X, Y, z coordinate values of the printing head accelerometer.
ADC4, ADC5, ADC6 — X, Y, z coordinate values of the build plate accelerometer.
ADC7- temperature of print head nozzle measured on the Olsson block.

ADC8- temperature of environment.

interference- class label indicating interference.

ADC1 to ADC6 measure the acceleration g, while ADC7 and ADC8 hold temperature values in °C. It is important to state
that there were no missing values or outliers in the obtained dataset.

For the exploration of data by visual data analytics, values of the print head’s and building plate’s acceleration forces
were plotted. The measured values of the z-axis — which turned out to be the most distinct ones — can be seen in the Figure 2:
the block sections (in light red colour) are the time spans during which a known interference occurred. With the naked eye,
it is immediately recognisable that there are structural differences between the signals. The magnitude of the head signal
appears to have a much broader standard deviation than the magnitude of the acceleration in z-direction recorded on the
build plate. Furthermore, the signal recorded on the build plate contains abrupt changes in the behaviour of the signal, which
are not present in the signal of the head (or at least cannot be easily spotted).

To compare the two signals more accurately, they where differentiated comparing the rate of change and yielding a more
pronounced signal as seen in the top half of Figure 3. The resulting patterns of interference exhibit quite unique features
that are characteristic of the two types of interferences. The bottom row in Figure 3 highlights these sections with subplots.
The first located on the left shows the interferences caused by knocking on the build plate, the middle subplot visualises
the result induced by mobile phone vibrations, and the subplot on the right depicts the combination of both. It features the
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Figure 2. Acceleration in z-direction of print head and the build plate.
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Figure 3. Acceleration in z-direction of print head as well as the build plate: on both signals the difference operation is applied.

large and unevenly scattered points occurring in the first plot, and the dense and more evenly scattered points in the second
subplot.

4. Data processing system

As indicated in Lee et al. (2018), a cyber-physical production system that considers existing data sources but also complies
with real-time production activities based on big data requires an elaborated architectural framework. This section presents
the background on data processing mechanisms followed by the description of the implementation of a DPS in the project.
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4.1. Background on mechanisms of data processing
4.1.1. Data pre-processing

Pre-processing is usually the first step in any data processing. Pre-processing aims to transform the raw data into a repre-
sentation best suited for processing while reducing redundant or irrelevant parts of the data (Hoffmann and Wolff 2015).
The aspects of pre-processing and transformations have a strong background in signal processing. In the ML or time series
analysis research field, these transformations are often categorised as feature extraction (Zhang et al. 2006).

Data obtained from sensors can be investigated directly in the temporal domain which is most beneficial if the depen-
dency of the current or future data point with past values is of interest. The recorded data can also be transformed into
a different domain, most commonly the frequency domain, assuming that the interesting aspects are best modelled by
orthogonal base functions (Shumway and Stoffer 2015). While the Fourier transformation is widely used, other integral
transformations suit better in some cases, e.g. the Wavelet transformation and its localisation characteristics (Vetterli,
Kovacevi¢, and Goyal 2014). If the temporal and the frequency domain are of interest, the recorded data can be transformed
using a Time-Frequency Distribution (Boashash 2003).

While most of the transformations were initially formulated for the continuous and analogue case, they can be re-
formulated to discrete and quantified cases. The underlying processes and signals are still analogue and contentious, but the
measurements are represented in a discrete and quantified way to analyse the digital representation of the observed processes
and signals. Block transformations split up the input data into smaller units, usually of constant size, and transform the block
into a target domain. A common example is the Short-Time Fourier Transformation (STFT) (Mertins 2013).

An important parameter in the continuous and the discrete case is the size of the block. If the block is small, the
resolution in the time domain is high but low in the frequency domain and vice versa. This is referred to as the uncertainty
relation (Boashash 2003; Mertins 2013). To reduce the effects of circular convolution and to improve the spectral resolution,
the blocks are not transformed directly. Zero padding and a window function can be applied. Common window functions
include Cos2, Hann, Hamming, or Gaussian. Nevertheless, the block size sets a hard limit for the spectral resolution which
can be approached but never overreached (Madisetti and Williams 1999; Mertins 2013; Allen and Mills 2004).

4.1.2. Feature engineering

Feature engineering follows the pre-processing or feature extraction. It is sometimes also called feature construction and
composes higher-level features by combining individually measured properties available as raw data. The higher-level fea-
tures are highly domain and problem dependent, i.e. they are designed with domain knowledge in mind (Guyon et al. 2006;
Tan, Steinbach, and Kumar 2014).

4.1.3. Feature selection

The next step is the feature selection, targeted to pick the features holding the most information and which are easy to use
for ML algorithms. Please note that we use terms feature selection and attribute selection synonymously. Features holding
little to no relevant information are removed, what can be achieved in different ways (Dietterich 2002; Tan, Steinbach, and
Kumar 2014; Zhang et al. 2006):

Wrapper: Different feature subsets are created and the effect on the ML algorithm is measured. The subsets can
be generated by starting either with a small feature set and then adding additional features (forward selection) or
with a large feature set and continuously removing features (backward elimination). The subset delivering the best
results is used for the subsequent learning phase.

Penalty: All features are considered, and a penalty term is assigned to them in the learning model. Unimportant
features get low weights, potentially even zero, effectively eliminating them from the feature set. The model can
then be used including the low weighted features or re-trained without them.

Filter: The importance of each feature is evaluated by some relevance scores or domain knowledge, without any
involvement of the actual learning algorithm. The features with the highest relevance score are then selected for the
leaning phase.

Embedded: All features are fed directly into the ML algorithm. The model derived by the ML algorithm is analysed
and the relevance of each feature is determined. The model is then re-trained with a subset of the features.

It is important to consider that searching through the total feature space with potential 2V subsets requires comprehensive
search strategies. However, as this procedure is an NP-hard problem, rendering the evaluation of all subsets inefficient or
almost impossible (Guyon et al. 2006). This complexity can be reduced by manual selection of features by domain experts,
what is the chosen approach in this work.
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4.1.4. Machine learning

Many different ML algorithms exist, with the common objective of deriving a model from data so that the model can be
used to draw conclusions from new, previously unseen data. The creation of the model is called the training or learning
phase and requires training data. How the training phase is organised and what kind of training data is needed, distinguishes
different ML algorithms.

Supervised learning requires labelled training data consisting of input data already mapped to the desired target data,
like classification on discrete or regression on continuous target data (Tan, Steinbach, and Kumar 2014; Alpaydin 2010).
The training and application phases of different classification algorithms vary hugely in its computational complexity.
K-nearest neighbour employs so-called lazy learning, i.e. it uses all training examples directly as a model. Decisions trees
and its ensemble counterpart random forests model the data by simple rules. Naive Bayes classifiers generate probabilistic
models, and Support Vector Machine (SVM) classifiers divide the feature space piecewise linearly (Tan, Steinbach, and
Kumar 2014; Sammut and Webb 2011).

Unsupervised learning does not require any labels in the training data, instead it tries to extract structures directly from
the unlabelled training data. Clustering is an example, where the algorithms target at finding groups splitting the training
data into different partitions. Independent Component Analysis (ICA) and Principal Component Analysis (PCA) also belong
to the group of unsupervised learning algorithms. Clustering algorithms can be divided by the different properties they
use to describe a model, like centroid-based (e.g. k-means clustering), connectivity-based (e.g. hierarchical clustering),
distribution-based (e.g. expectation maximisation), or density-based like DBSCAN (Tan, Steinbach, and Kumar 2014;
Sammut and Webb 2011).

The third class of ML algorithms is called reinforcement learning, where the algorithm interacts with an agent giving
feedback about the decisions the algorithm made. The algorithm adapts its decisions based on the feedback from the agent,
therefore the algorithm learns from the agent. Since the feedback can be given constantly, there is no need to separate phases
into training and application (Alpaydin 2010; Sammut and Webb 2011).

This work focuses on the application of supervised and unsupervised learning algorithms, employing the widely used
Fl-measure as an evaluation criterion. The F1-measure is defined as the harmonic mean of the precision and recall metrics.
Precision quantifies the fraction of correctly classified positives over all positives of a class. Recall quantifies the correctly
classified positives over all true samples of a class (Tan, Steinbach, and Kumar 2014; Sammut and Webb 2011). In this
work, the main quality criterion is a technical one: to optimise the overall classification performance. Hence, we do not
favour false alarms (for example, classifying a typical operating state as interference) over missed interferences. Since the
F1-measure weights both precision and recall equally and hence both precision and recall are of equal importance, it is a
suitable metric for the evaluation of our approach. Notwithstanding that, equal weighting is not always desirable, as in some
applications differently weighted precision and recall measures are more accurate, especially when it comes to an economic
evaluation of the misclassifications’ impact. In particular, this concerns cases where costs related to false alarms deviate to
a great extent from costs of missed interferences: for example, pausing the production of a simple part for a few seconds
due to a single false alarm might not have the same impact on cost as a defective part which is delivered to the customer
and mounted in a safety-critical equipment. Such economical impact is highly dependent on the context of manufacturing,
and case-specific impact assessment might lead to different choice or weighting, repespectively, of evaluation criteria. For
details and a critical view of the F1-measure, the interested reader is referred to Hand and Christen (2018).

4.2. Implementation of the data processing system (DPS)

The purpose of the DPS is to support the evaluation of different ML methods to detect interferences in the workflow of
a 3D-printer. The DPS (henceforth referred to as pipeline) is organised as a pipeline and consists of different steps: it
offers functionalities such as loading, storing, transforming, and evaluation of results in a coordinated manner. In addi-
tion, the pipeline employs transformations of the raw data and selects the most significant features. The pipeline is built
around the ML core of the Waikato Environment for Knowledge Analysis, short Weka, (Witten et al. 201 7)3 using the Java
programming language.

4.2.1. Structure and components of the machine learning pipeline

The pipeline is structured analogously to the individual components presented in the preceding section providing back-
ground related to the DPS. It follows a modular principle and is split into steps which facilitate specific operations, thereby
integrating elements of pre-processing, feature extraction, feature selection, and ML. Each step is independent from all oth-
ers, and the steps of the same type are completely interchangeable. From one pipeline step to the next, data is passed as a
so-called pipeline context storing all pipeline-relevant information. A full overview of the pipeline is depicted in Figure 4.
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Figure 4. The full pipeline will all available steps grouped by their type. Steps belonging to the same type are always interchangeable.

At the beginning of each pipeline execution, the actual data needs to be read into memory. CSV or Arff (Weka specific
file format*) are allowed as input files. The InstanceConverter transforms the measurements into so-called instances,
organising data in a way that Weka algorithms can process it. An instance represents one point in time holding nine attributes
(Weka primarily uses attribute instead of features), namely the eight sensor signals ADC1 to ADC8 and the class attribute,
i.e. the indicator if interference is present required for the evaluation. The ClassToNominal instance transformation
converts the attributes from numeric to the nominal data type. Separate training and test sets are required to evaluate an ML
algorithm, as it is provided by the TrainTestSplitter transformer. The InstanceResampler can create random
subsets of the dataset, whereby the size of the resulting new dataset can be specified as a percentage of the input data.

The pipeline steps belonging to the attribute transformation can be further divided into window functions and transfor-
mations. Window functions combine the number of instances configured by the blockSize to a single block, integrating
all attributes of the original instances. The block and the Cos> window functions are independent from each other and are
the two window functions implemented in the pipeline. The window functions prepare the data for subsequent transfor-
mations but can also be used without further transformations. The blockSize determines the temporal resolution, since
the subsequent learning is conducted on a per-block basis. A small blockSize corresponds to a fine-grained monitoring
and a large blockSize to a coarse-grained monitoring. The sampling frequency and the blockSize determine how
fast the monitoring can detect interferences. The sampling rate of 2kHZ and a blockSize between 64 and 1024 allows
for monitoring the printer in 32-512 ms periods. Although these are small periods for a simple interference detection, such
small periods become a requirement if the interference detection is used as a feedback control to the printer itself. While
this is not the scope of this study, it could be an extention following the work of Duan, Yoon, and Okwudire (2018).

The windowOverlapPercentage specifies if consecutive blocks should overlap, meaning that not all but only a
fraction of the combined instances change from block to block. This can be illustrated with an example. As stated before,
the raw dataset has eight attributes and a class attribute. If the block has a length of §, then 8 instances with 8 attributes each
become a new block instance with 64 attributes and 1 class attribute. The class attribute is determined by majority vote and
in case of a tie, it is assumed to be a normal instance without an interference.

Regarding the interrelation of window functions and transformations, each pipeline configuration can only include a
single-window function but multiple transformations. Window functions can be used without transformations, but vice versa
this is not true: transformations must be combined with a window function and optionally with further transformation(s).
Fast Fourier transformation (FFT) and statistical transformation are available as pipeline steps. The FFT implements a
transformation from the time into the frequency domain with the requirement that the block size is a power of two. To
keep up the pipeline links, the block size was chosen as the power of two for any configuration. The number of input and
output attributes are equal for the FFT. The statistics transform has a constant number of output attributes regardless of
the number of input attributes. It always calculates the Kurtosis, maximum, minimum, mean, skewness, standard deviation,
sum, sum squared, variance, root mean square value and the number of peaks per block. The first nine values are calculated
by the Apache Commons Math package,’ while the calculation of root mean square value and the number of peaks were
implemented directly. The dummy transform is an identity transformation leaving the values unchanged.
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Following the window functions and transformations, the attribute selectors are used to determine the most relevant
attributes. Weka provides subset search, subset evaluation and individual search methods for attribute selection. Since the
prediction power of single attributes is of interest and not the subsets of attributes, all but one individual search methods
were employed®:

Correlationevaluates the attributes based on their correlation with the class attribute.

GainRatioallows to rank attributes by measuring the gain ratio between attributes and the class attribute.
InfoGainevaluates attributes based on the information gain of attributes towards the class attribute.
OneRassesses attributes using the OneR classifier.’

SymmetricalUncertmeasures the symmetrical uncertainty between the attributes and the class.

Dummydoes not apply any evaluation and all provided attributes are used. This is merely a baseline, ranking all
attributes equally.

ReliefFsamples an instance and considers the distance of the attribute for the same and the different class. Due
to performance issues, this search method was omitted.

The search methods provide a ranking from best to worst for all attributes, laying the basis for selecting a subset. The
parameter attributeSelectionRatio specifies how many attributes should be selected.

The penultimate step in the pipeline is the training of the classification or clustering model. Here, Weka implementa-
tions were used with default parameter setting, i.e. without any model parameter adoptions or optimisations. Five different
supervised ML classification algorithms from Weka were used:

IBk:K-nearest neighbours classifier.

J48 : C4.5 decision tree classifier.

LibLINEAR: Linear Support Vector Machine classifier.®
NaiveBayes :Naive Bayes classifier.
RandomForest : Random forest classifier.

Clustering was used as a starting point for exploration regarding the capability of ML-approaches to distinguish between
interference and no interference. In a second step, since labelled data was available, we performed classification in order
to compare the results of the basically different approaches of supervised and unsupervised learning (using class WEKA'’s
ClassificationViaClustering in the package weka.classifiers.meta). The clusters were evaluated by
comparing their overlap with the labelled training data, what leads to an F1-measure quantifying how precisely the clusters
match with the labelled classes. This implies that the labels are required for evaluation purposes, although Clustering does
not require any labelled training data.

The choice of Clustering algorithms was limited to these where the number of clusters can be specified, thereby fixing
two clusters. Hence, the applied Clustering approaches split the provided data into two clusters, one including interferences
and one without interferences. Please note that this approach is only valid under the conditions that labelled data exists, and
data consists of exactly two different classes. Four clustering algorithms were selected from Weka, and for all of them the
number of clusters was fixed at a value of two in order to allow an easy comparison with the results of the classification.
Due to the runtime complexity only two of the four algorithms implemented in the pipeline were used in the evaluation.

SimpleKMeans : k-means clustering.

EM: Simple Expectation Maximisation clustering.

HierarchicalClusterer : Hierarchical clustering (included in the pipeline but not used due to its runtime
complexity).

Cobweb : Incremental Hierarchical Conceptual clustering (included in the pipeline but not used due to its runtime
complexity).

The final step of the pipeline is the ResultWriter logging the results of the attribute selection and the evaluation
to a file. Comparing the five classification algorithms with clustering algorithms allows a meta-comparison of supervised
classification and unsupervised clustering.

4.2.2. Pipeline combinations

For an extensive test all possible combinations of window functions, transformations, attribute selections and attribute selec-
tion ratios have to be tested with all implemented classification and clustering algorithms. All parameter settings amount to
7,200 different parameter settings:

blockSize:five different values with 64, 128, 256, 512, 1024.
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windowOverlap :three different values with 25, 50, 75.

datasetSize:three different values with 33, 66, 100.

transformation combinations: eight different values with None, FFT, statistics and all combinations thereof.
attribute selection: five different values with Correlation, GainRatio, InfoGain, OneR, Dummy.
attributeSelectionRatio:four different values with 0.05, 0.1, 0.2, 1.0.

Each of these parameter settings has to be tried against each of the five classifiers and the two clustering algorithms.
Hence, there are 36,000 runs of the pipeline for the classification and 14,400 runs for the clustering, making a total of
50,400 pipeline runs. Proper processing of this great number of different combinations motivated the development of the
modular pipeline with configurable parameter settings. The execution time highly depends on the parameter configuration,
the dataset size and available computing hardware. Hence, no details on runtime are stated.

5. Evaluation

The in-depth evaluation provides insights into the attribute selection, classification and clustering results, showing if and
to what extent interferences could be detected. The remainder of the section is dedicated to an analysis of effectiveness
of the experimental setup and the efforts required to conduct the study. The analysis of efforts mainly concerns data
processing and setting up the equipment/hardware to share experiences about the realisation and effectiveness of such a
setup.

5.1. Evaluation of quantitative interference detection

In order to assess the results of the variable models with respect to their classification performance, baseline results for
the individual algorithms were created by manually loading and modelling the raw data without any transformations. The
algorithms introduced in Section 4.2.1 were applied on this data, whereby blocks of 32,64, .. .,2048, 4096 sequential data
points were used. The best average results across these blocks were achieved by the random forest with a median classifica-
tion performance measured by Fl1-measure of 0.9225 (=92.25%, mean: 92.74%, standard deviation SD: 0.0188), while the
algorithm delivering the poorest result was SVM with a median F1-measure of 0.6725 (mean: 66.6%, SD: 0.0121). The best
three individual results were 0.941 using Naive Bayes with a block size of 1024, and random forest with Fl1-measures of
0.955 (block size: 1024) and 0.96 (block size: 4096), respectively. All tests are based on a single run using a random choice
of 80% of existing data for training and the remaining data as test data. Although not delivering a perfect classification
performance, the baseline results are promising to be improved by the established pipeline.

5.1.1. Feature selection

The relevance of the attributes (features) was evaluated by stopping the execution of the pipeline combinations after the
attribute selectors step. Although the different attribute selectors employ differently scaled scores, the results of multiple
attribute selectors can be compared by the ranking of attributes. From a qualitative perspective the parameters blockSize,
windowOverlap and datasetSize minorly influenced the ranking of different attributes. Concerning the attribute
selectors only the OneR algorithm provided minor changes in ranking for both window functions (Block and Cos?) com-
bined with FFT or no transformation. The statistical transformation had the greatest impact on the attribute ranking of all
transformations, regardless of the application as single transformation or as an additional transformation after the FFT.
Table 1 provides an overview of the average ranks for each attribute and the transformations applied to it. For both the
block window transformation in the upper part and the statistical transformation in the lower part of the table, ADC6 has
an average rank of 1, and is therefore the most relevant in any case. It is followed by ADC1 ranked as the second most
important channel of all sensors on the 3D-printer.

In order to further investigate the importance of the ADC6 attribute, the standard deviations of varying block lengths of
ADC6 were compared. Figure 5 shows a large difference in the standard deviation for ADC6, depending on the presence of
interferences but far less influenced by the window size. This is contrary to the exemplarily chosen ADC4, where no obvious
difference in the standard deviation appears, regardless of interference present or not. The evident characteristic explains
the importance of ADC6 over other attributes.

5.1.2. Evaluation of classification methods

The classification performance was evaluated by running the complete pipeline with each of the five classification algo-
rithms in the ML step. The F1-measure was used to evaluate the classifier’s performance dependence on different feature
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Table 1. The average attribute ranks for various block and statistical transformations show that ADC6 is always the most important
attribute.

Block transformations

Combination ADC1 ADC2 ADC3 ADC4 ADC5S5 ADC6 ADC7 ADCS8
Block, Stat 2 5 4 6 3 1 8 7
Block, FFT, Stat 3 7 5 6 4 1 8 2
Cos2, Stat 2 5 4 6 3 1 8 7
Cos?, FFT, Stat 3 7 5 6 4 1 8 2
Average Rank 2.5 6 4.5 6 35 1 8 4.5

Statistical transformations

Combination ADC1 ADC2 ADC3 ADC4 ADCSH ADC6 ADC7 ADCS8
Block, Stat 2 6 5 7 4 1 8 3
Block, FFT, Stat 2 6 5 7 4 1 8 3
Cos2, Stat 2 5 4 8 6 1 7 3
Cos?, FFT, Stat 2 6 4 7 5 1 8 3
Average Rank 2 5.75 4.5 7.25 4.75 1 7.75 3
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Figure 5. ADC6 shows a large difference in the standard deviation whether there is (a) or is no (b) interference present for different
block lengths. This is not the case with ADC4, when comparing its standard deviation in with (c) and without (d) interference, explaining
the importance of ADC6 over other attributes.

extraction and attribute selection combinations. For those pipeline runs achieving a classification result of F1-measure equal
to one, the underlying attribute sets were counted in a histogram. This established a ranking of attribute sets serving as a
proxy of importance, depicted in Figure 6. The results found in the attribute selection were confirmed, since ADC6 and its
derived attributes were always part of the most relevant attribute sets, followed by ADC1 and ADCS8. In addition, Figure 6
shows that statistical attributes (like kurtosis or skewness) are of prime importance for achieving a perfect Fl1-measure.
The statistical transformation induces an information reduction, since the input block consisting of 32—-1024 data points is
always transformed into eleven statistical values. Despite the compression, the statistical transformation preserves sufficient
information for a perfect classification.

In order to further investigate the relationships between the different sets of parameters and transformations, pivot
tables highlighting the influence of different parameter settings were created. Figure 7 shows a pivot table displaying the
interdependencies of the Fl-measure as a function of a particular classifier, windowOverlap, chosen transformation
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Feature Combinations

ADC6-Kurtosis, ADC6-Mean, ADC6-Sum, ADC6-Variance
ADC1-Mean, ADC1-Sum, ADC6-Skewness, ADC6-Sum
ADC6-Mean, ADC6-RMSV, ADC6-Skewness, ADC6-Sum
ADC1-Mean, ADC1-Sum, ADC6-Mean, ADC6-Skewness
ADC6-Max, ADC6-Peaks, ADC6-StandardDeviation, ADC6-Variance
ADC6-Kurtosis, ADC6-Min, ADC6-Skewness, ADC6-SumSq
ADC1-StandardDeviation, ADC1-Variance, ADC6-StandardDeviation, ADC8-Min
ADC6-Kurtosis, ADC6-Peaks, ADC6-StandardDeviation, ADC6-Variance
ADC6-Kurtosis, ADC6-Peaks, ADC6-Skewness, ADC6-StandardDeviation
ADC6-Kurtosis, ADC6-Mean, ADC6-Peaks, ADC6-Skewness
ADC6-Mean, ADC6-RMSV, ADC6-Sum, ADC6-SumSq
ADC6-Max, ADC6-Min, ADC6-StandardDeviation, ADC8-Min
ADC1-Sum, ADC6-Mean, ADC6-Skewness, ADC6-Sum
ADC6-Kurtosis, ADC6-Min, ADC6-RMSV, ADC6-Skewness
ADC1-StandardDeviation, ADC1-Variance, ADC6-Variance, ADC8-Min
ADC6-Mean, ADC6-Min, ADC6-Skewness, ADC6-Sum
ADC6-Mean, ADC6-Min, ADC6-Sum, ADC6-SumSq
ADC6-Max, ADC6-Mean, ADC6-Min, ADC6-Sum
ADC6-Mean, ADC6-StandardDeviation, ADC6-Sum, ADC6-Variance
ADC6-Mean, ADC6-Min, ADC6-RMSV, ADC6-Sum
ADC6-Kurtosis, ADC6-Min, ADC6-Skewness, ADC6-Variance
ADC6-Max, ADC6-StandardDeviation, ADC6-Variance, ADC8-Min
ADC1-Sum, ADC6-Mean, ADC6-Min, ADC6-Sum
ADC6-Kurtosis, ADC6-Mean, ADC6-Min, ADC6-Sum
ADC1-Mean, ADC6-Mean, ADC6-Min, ADC6-Sum
ADC1-Mean, ADC1-Sum, ADC6-Mean, ADC6-Sum
ADC6-Min, ADC6-StandardDeviation, ADC6-Variance, ADC8-Min
ADC6-Mean, ADC6-Min, ADC6-Sum, ADC6-Variance
ADC6-Kurtosis, ADC6-Min, ADC6-Skewness, ADC6-StandardDeviation
ADC6-Mean, ADC6-Min, ADC6-StandardDeviation, ADC6-Sum
ADC6-Kurtosis, ADC6-Min, ADC6-Peaks, ADC6-Skewness
ADC6-Max, ADC6-Min, ADC6-StandardDeviation, ADC6-Variance

ADC6-Kurtosis, ADC6-Mean, ADC6-Skewness, ADC6-Sum |
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Figure 6. Frequency count of attributes sets achieving a F1-measure equal to one for the classification.

method and blockSize. The median was selected as the aggregation function due to its statistical robustness, important
since the F1-measure is a mean value.

The usage of different transformations has minor effects on the performance of the NaiveBayes and RandomForest
classifiers, as the median F1-measure is about 1.00 for all of the various cases. In contrast, J48, k-NN, and in particular,
LinSVM classifiers show a substantial improvement in performance when using FFT or statistical transformation instead
of the identity transformation, i.e. no transformation at all. While an explicit improvement for all block sizes and overlaps
can be observed for J48 (increase of range of F1-measures from 0.84-0.96 in the identity case to 0.99—1.00 with FFT or
statistical transformation) and k-NN (analogously from 0.65-0.69 to 0.99-1.00), the increase of LinSVM-related values is
depending on the block size and the overlap. The LinSVM classifier in combination with the FFT reacts critically to changes
of blockSize, since the F1-measure is mainly decreasing with increasing blockSize. Similarly, the windowOverlap
has some minor influence on the LinSVM classifier for the FFT and the statistical transformation, as the median F1-measure
improves with rising overlap.

In summary, the FFT transformation with a blockSize between 64 and 256 proves to be the most robust pipeline
combination when comparing all five classifiers, since there is no median Fl-measure below 0.91. In the case that data
reduction is a primary objective, the statistical transformation with a blockSize of 128 also performs well and reduces
the number of attributes in a ratio of 128:11. RandomForest and NaiveBayes are very robust against variation of
pipeline parameters and can also cope with raw data without any transformation. 748 and kNN classifiers perform well
when an FFT or statistical transformation is applied. LinSVM is consistently ranked last, not only due to its sensitivity
to the employed transformations but also because of its computational complexity compared to the others. Please note
that compared with the baseline introduced in Section 5.1, all classification algorithms improved. For further results of the
evaluation of classification methods, we refer to Section A.4 in Appendix.

5.1.3. Evaluation of clustering methods

The frequency count of attributes achieving perfect F1-measures for clustering is shown in Figure 8, depicting a very similar
ranking for clustering compared with the classification results. Attribute ADC6 and its derivatives were almost always part
of the most relevant attribute sets, followed by attribute ADC1 and ADC8 and their derivatives. The main difference for
clustering compared to classification is that the best attribute set achieved a larger number of perfect scores.
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Transformer Id. FFT Stats.

BlockSize 64 128 256 512 1024 64 128 256 512 1024 64 128 256 512 1024

CIf Overlap
25 095 094 092 089 084 100 1.00 1.00 1.00 099 099 100 1.00 1.00 1.00
Jag 50 095 095 094 092 088 100 1.00 1.00 099 1.00 099 100 1.00 1.00 1.00

75 096 096 094 093 092 100 1.00 100 1.00 1.00 0.99 1.00 1.00 1.00 1.00

-1.0
25
LinSVM 50
-09
75
25 1.00 1.00 1.00 05
NaiveBayes 50 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 098 099 1.00 1.00 1.00
75 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 098 099 1.00 1.00 1.00 0.7
25 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 099 1.00 1.00 1.00 1.00
0.6
RandomForest 50 100 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00 1.00 099 1.00 1.00 1.00 1.00
75 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 099 1.00 1.00 1.00 1.00
0.5
25 1.00 1.00 1.00 1.00 098 1.00 1.00 1.00 1.00
k-NN 50 1.00 1.00 1.00 1.00 099 1.00 1.00 1.00 1.00
75 1.00 1.00 1.00 1.00 099 1.00 1.00 1.00 1.00

Figure 7. Pivot tables displaying the impact of different classifiers with different blockSize, WindowOverlap and no (Id., iden-
tity), FFT and statistics transformer (stat.) combinations on the median of the F1-measure. The red dashed square highlights the different
results of the LinSVM for different FFT block sizes.

A further analysis of the different parameters combinations in Figure 9 indicates that kmeans cannot cope with identity
transformation: the median F1-measure is below 0.7 for all instances. In contrast, in the case of identity transformation
windowOverlap the results for the EM algorithm deviate from 1.0 only when blockSize is 1024 and overlap of 25
(F1-measure: 0.82). Almost all other results with FFT or statistical transformation are within the range of 0.97-1.0. As
an exception, kmeans algorithm with a blockSize of 64 and combined with a statistical transformation results in a
decreased detection rate of 0.89 for all types of overlap.

Figure 10 investigates the effects of the attribute selection and the attributeSelectionRatio without any addi-
tional transformation of instances (‘dummy’). For both clustering algorithms, the worst choice is not to use any attribute
selection since this results in lower F1-measures. For the clustering algorithms, the attributeSelectionRatio does
not show a great impact on the Fl-measure.

The performance of the different clustering algorithms is closely related to the used transformations. Focusing on
the different window functions without any transformations, the EM algorithm obtained an acceptable Fl-measure, but
as demonstrated in Figure 10 the SimpleKMeans algorithm failed.

Further analysis showed that with regard to FFT, neither the window function nor any downstream statistical trans-
formation had any effect on the perfect Fl-measure. In a similar way, the statistical transformation combined with
SimpleKMeans yields good results. The clustering quality leads to a clear recommendation for the EM algorithm, since it
is far less influenced by any transformation parameters. The kMeans algorithm requires an FFT or statistical transformation
to achieve similar performance values. Since the kMeans is computationally less expensive, this might be a worthwhile
trade-off for many applications. For the most robust clustering, the EM algorithm in combination with a blockSize
between 128 and 512 and a windowOverlap of 50% can be recommended.
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ADC6-Kurtosis, ADC6-Min, ADC6-Skewness, ADC6-SumSq
ADC6-Mean, ADC6-Skewness, ADC6-StandardDeviation, ADC6-Sum
ADC6-Kurtosis, ADC6-Mean, ADC6-Sum, ADC6-Variance

ADC1-Mean, ADC1-Sum, ADC6-Mean, ADC6-Skewness

ADC6-Mean, ADC6-RMSV, ADC6-Skewness, ADC6-Sum
ADC6-Kurtosis, ADC6-Peaks, ADC6-StandardDeviation, ADC6-Variance
ADC6-Kurtosis, ADC6-Mean, ADC6-Peaks, ADC6-Skewness
ADC6-Kurtosis, ADC6-Min, ADC6-RMSV, ADC6-Skewness
ADC1-Mean, ADC1-Sum, ADC6-Skewness, ADC6-Sum
ADC1-StandardDeviation, ADC1-Variance, ADC6-StandardDeviation, ADC8-Min
ADC1-Sum, ADC6-Mean, ADC6-Skewness, ADC6-Sum

ADC6-Mean, ADC6-StandardDeviation, ADC6-Sum, ADC6-Variance
ADC1-StandardDeviation, ADC1-Variance, ADC6-Variance, ADC8-Min
ADC6-Max, ADC6-Mean, ADC6-Min, ADC6-Sum

ADC6-Kurtosis, ADC6-Mean, ADC6-Min, ADC6-Sum

ADC6-Mean, ADC6-Min, ADC6-Skewness, ADC6-Sum
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ADC6-Kurtosis, ADC6-Min, ADC6-Skewness, ADC6-Variance
ADC6-Mean, ADC6-Min, ADC6-Sum, ADC6-SumSq

ADC6-Mean, ADC6-Min, ADC6-RMSV, ADC6-Sum

ADC6-Max, ADC6-StandardDeviation, ADC6-Variance, ADC8-Min
ADC1-Mean, ADC6-Mean, ADC6-Min, ADC6-Sum

ADC1-Sum, ADC6-Mean, ADC6-Min, ADC6-Sum

ADC6-Kurtosis, ADC6-Min, ADC6-Skewness, ADC6-StandardDeviation
ADC6-Min, ADC6-StandardDeviation, ADC6-Variance, ADC8-Min
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ADC6-Max, ADC6-Min, ADC6-StandardDeviation, ADC6-Variance
ADC6-Kurtosis, ADC6-Mean, ADC6-Skewness, ADC6-Sum
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Figure 8. Frequency count of attribute sets achieving a perfect F1-measure for clustering. Like for classification, ADC6 is the most

relevant attribute.

Transformer Dummy FFT
BlockSize 64 128 256 512 1024 64 128 256
Method Overlap
25 100 100 100 100 | 082 100 100  1.00
EM 50 100 100 100 100 100 100 100  1.00
75 100 100 100 100 100 100 100  1.00
25 099  1.00
kmeans 50 0.99 1.00
75 099  1.00
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Figure 9. Pivot tables displaying the impact of different clustering algorithms with different blockSize, WindowOverlap and no

(Id., identity), FFT and statistics transformer (stat.) combinations on the median of the F1-measure.

5.1.4. Evaluation of feature importance

The evaluation of attribute selection, classification and clustering methods emphasised that the x-axis acceleration sensor
mounted on the print head (ADC1), the z-axis acceleration sensor mounted on the build plate (ADC6) and the environment
temperature (ADC8) are the most important attributes for interference detection. In the case of an induced interference, it
is obvious that the mounting of the sensors — especially the acceleration sensors — determines on which axes data can be
measured. Beyond that, also not being empirically proven, the basic working principles of the 3D-printer and the setup of
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AdditionalTransformer InstancesTransformationDummy
AttributeSelector Correlation DummyAS GainRatio InfoGain OneR SymmetricalUncert
AttributeSelectorRatio 0.05 0.1 0.2 0.05 01 0.2 0.05 01 02 0.05 01 0.2 0.05 01 02 0.05 0.1 0.2
Method WindowFunction

InstancesWindowFunctionBlock 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
EM

InstancesWindowFunctionCosSquare 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
InstancesWindowFunctionBlock 0.99 1.00 1.00 1.00 0.99 1.00 1.00 0.99 1.00 1.00 0.99 1.00 1.00
kmeans

InstancesWindowFunctionCosSquare 0.97 0.97

Figure 10. Pivot tables displaying the relationship between clustering algorithms, window function, transformation, attribute selector
and attribute selector ratio by the median of the F1-measure. Similar to classification, all attribute selection algorithms outperform the
dummy attribute selection.

how to induce interferences allow to explain the outcome. First, the build plate can only move in z-direction (up and down).
Thus, only the z-component of induced interferences is reflected in measured sensor data what results in the importance of
ADC6. Second, the print head has two degrees of freedom, being able to move in x- and y-directions. Although we induced
vibrations on build plate, both print head and build plate are placed in the same printer case made of metal. Any vibration
induced on the build plate can thus also be measured in a damped manner on the print head. The respective interference
signal was easy to spot even with bare eye in data of ADCI1. Less founded is the impact of ADCS, as induced interferences in
this experiment do not change the ambient temperature. However, the proximity of the experimenters to the 3D-printer case
during inducing interferences might change the ambient temperature. In particular, for this case, but also for other attributes a
detailed root cause analysis is required to substantiate the explanatory model. Definitely the observations emphasise the need
to integrate sensor measurements for obtaining further potential factors which might also have an influence (e.g. humidity).

5.2. Implementation and data processing: effort, effectiveness, and managerial insights

The installation of the measurement system (ViFDAQ) together with all the required sensors was done in less than one day.
One of the two accelerometers was fixed under the build plate. The cable had to be placed in such a manner that it does
not interfere with the vertical movement of the build plate. The second accelerometer was installed at the side of the print
head, thereby paying attention that no interference with the horizontal movement of the print head along the x- and y-axes
occurs. The installation procedure for the two sensors was rather straightforward and not time-consuming. Contrary to that,
the installation of the temperature sensor on the print head (nozzle) required more effort. The requirement that nozzles
should be interchangeable after mounting the temperature sensor led to the idea to place it on Olsson block, requiring to
disassemble the whole print head. Since the print head nozzle is heated by the Olsson block, one can assume that they have
the same temperature. The second temperature sensor was placed on the inner side of the printer casing as a reference point.
Cables were used to connect all the mentioned sensors together with the measurement system, whereas the system itself was
placed on the outer side of the printer casing.

The second aspect to be considered is the development and implementation of the DPS. The effort spent on the data
acquisition was moderate, as the recording of a few minutes of measurement data was straightforward due to the easy-to-use
graphical user interface of the measurement system. Nevertheless, the acquired data had to be transferred from ViFDAQ
to the PC, taking up to several hours depending on the file size. Subsequently, the binary data had to be parsed to obtain a
processable CSV format, resulting in several hours of effort. In addition to the creation of readable data, data were manually
labelled. The process of manual labelling the training data has its downsides, mainly due to is time consumption and imper-
fections in the alignment of the boundary between two classes, i.e. the denoted boundary between existing interference or
normal operating state. These imperfections are shown in Figure 11, where the class label changes before the statistics of
the measurements reflect an interference. In general, the class label was assigned conservatively, meaning that it was pre-
ferred to extend the interference indicator over the true length of the interference so that no interference was missed. These
imperfections are further attenuated by the block-based processing, since the class label does not change within a block.

The development of the software pipeline started right after labelling data, aiming for the evaluation of different
combinations of feature extraction techniques and classification/clustering algorithms. The objective was to identify the
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Figure 11. (Conservative) Assignment of interference label: measurements without interference present are labelled as interference so
that no interferences are missed. This can be seen as the measurement colour changes from blue (no interference) to green (interference)
before the interference can be seen in the measurements. The actual decision boundary also depends on the block length, as denoted by
the different vertical lines representing the change points for each block length.

combination yielding the best performance in terms of detecting the induced interferences. A significant amount of time was
spent for software development, and it was considerably more effort than the preceding steps. Nevertheless, the processing
pipeline is a requirement to evaluate the 50,400 different combinations of the setup. Manual scheduling of all evaluations
would reduce the development time, but the effort would increase disproportionately and render the undertaking infeasible.
This is particularly true since different pipeline combinations can differ in execution times by orders of magnitude. With
the pipeline setup it was possible to distribute the execution of different combinations across multiple computers, thereby
speeding up the evaluation of complex pipeline configurations.

6. Conclusion and outlook

The study in this article dealt with setting up an experimental environment for detection of interferences in an additive
manufacturing process. The experimental setup and the applied hardware proved to be effective for conducting experiments.
Mounting sensors with high resolution was done with little effort. With a matching pre-processing and transformation, the
DPS could accurately detect interference from the data obtained from the sensors. Although the creation of a complete DPS
is a complex and laborious task, it reduced overall time and effort, since manual execution of all possible combinations of
window functions, transformations and respective classification/clustering algorithms is nearly impossible. Related to this,
the quality of the experiment rises as a huge amount of parameter combinations can be studied and the best-fitting chosen.
As the developed pipeline is modularly designed, further data transformation options with subsequent revaluation can be
added easily.

Pre-processing data is certainly a key factor for obtaining a good performance, as almost all classifiers and clustering
algorithms show very good detection rates. Hence, the decision which algorithm to choose can rely on different factors like
the required time to build and evaluate a model. One of the main findings of the study is that a further reduction of observed
data to statistical aggregates is possible with unchanged detection precision. This has large implications on real-world
use cases at industrial machinery. For instance, data could be reduced by simple statistical aggregates, thus reducing the
amount of data to be examined. Consequently, less storage space and less resources for data processing would be required.
Additionally, the feature selection is a valuable step in the DPS since is was shown almost all transformations combined
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with a non-dummy attribute selector lead to a steep increase of detection performance. The experiments also showed that
some of the used algorithms are not performant when applied on large datasets due to the required computational resources.
The software was running on a cluster for several days in order to assess the performance of all combinations of data
transformations and classification/clustering algorithms, hence considerable computing resources were used to produce the
relevant results.

Being a starting point for further research, the incorporated interferences do not represent the entire set of interferences
occurring in industry. Despite that, to some extent, the chosen approach allows a general interference detection. The detec-
tion model was trained and tested with two reproducible representatives (and their combination) of common interferences,
and the most important features for the detection of interferences turned out to be standard deviation and amplitude of the
signal. Since the interferences were not specifically adapted, the pipeline and the ML algorithms used are robust and generic
enough to also work with other interferences but same statistical characteristics. Furthermore, with labelled training data the
ML algorithms can also be re-trained to work with other types of interference as well. Beyond that, attributes composed of
several sensor values — for example, magnitude of acceleration values — might lead to an even more generalised interference
detection by uncoupling attributes from sensors’ mounting.

In order to further optimise the DPS and to increase the number of potential (real-world) applications, the exploration of
further algorithms as well as additional types of interferences (complementing vibrations) and sensors to measure potential
sources of interference (e.g. humidity), respectively, are needed. In addition, an automated data transfer, processing and
automated analysis of results including visualisations is required for industrial applications. To simplify the interaction, the
pipeline could be integrated in a GUI like the WekaGUI where pipeline parameters can be configured easily. Finally, the
realisation of a similar setup in an industrial context would allow to further evaluate the insights gained from this study, in
particular when linked with product data from the field to explore the impact of interferences over the product lifecycle.

Notes

https://www.sparkfun.com/datasheets/Components/ADXL330_0.pdf.
https://www.labfacility.com/media/attachment/file/pdfs/data-sheet-pt100-pt1000-thin-film-detectors.pdf.
https://www.cs.waikato.ac.nz/ml/weka/.

https://www.cs.waikato.ac.nz/ml/weka/arff.html.
https://commons.apache.org/proper/commons-math/userguide/stat.html.
http://weka.sourceforge.net/doc.dev/weka/attributeSelection/package-summary.html.
http://weka.sourceforge.net/doc.dev/weka/classifiers/rules/OneR.html.

The library needs to be downloaded separately: https://mvnrepository.com/artifact/nz.ac.waikato.cms.weka/LibLINEAR.
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Appendix
A.1. Used 3D-printer

The 3D-printer used in this experiment is an Ultimaker 2, widely endorsed as a reliable, (cost-)efficient and user friendly 3D-printer. The
schematic view of the printer can be seen in Figure 1. Ultimaker 2 features a build area of 223 x223 x 205 mm and has an open filament
construction. It is important to state that this type of printer’s casing construction implies higher sensitivity towards the changes of ambient
temperature compared to 3D-printers with closed casing/cabinet which allow easier regulation of the ambient temperature. This aspect is
important due to the fact that instabilities in ambient temperature could negatively influence the printing quality. Furthermore, it implies
that Ultimaker 2 can print only the shrink-insensitive filaments like PLA filament used in the experiment. Shrink-sensitive materials have
to be processed in closed-cabinet printers with controlled cabinet temperature. Although closed-cabinet printers usually perform better in
terms of performance and resulting product quality, the lab conditions allowed the usage of the cost-efficient Ultimaker 2.

Ultimaker 2 is equipped with a heated build plate made of glass which is able to heat up to temperatures from 50°C to 100°C in
under 4 minutes. Heating aims at preventing the warping of the first few layers of the printed object on the build plate due to by variation
of temperature. The printer is also equipped with a Bowden-style extruder. At the hot end of the extruder a 0.4 mm nozzle is mounted,
replaceable by 0.25 mm, 0.6 mm and 0.8 mm nozzles to vary diameters of filaments by making use of an Olsson block. The nozzle itself
heats up a temperature of 180°C to 260°C and reaches this temperature in around a minute.

A.2. Acceleration sensor specification

The ADXL330 is a small, thin, low power, complete three-axis accelerometer with signal conditioned voltage outputs. It is built on a
single monolithic integrated chip. The product measures acceleration on range of &3 g. It is able to measure the static acceleration of
gravity, as well as induced acceleration resulting from motion, shock, or vibration. Measurable bandwidths are on range of 0.5 —1600 Hz
for X - and Y-axes, and a range of 0.5-550 Hz for the Z-axis. The mentioned range of measurable frequencies on x-, y- and z-axes describe
the minimal and maximal analogue signal frequency but not maximal sampling, and signal can be measured in this range without loss
of precision. The ADXL330 is available in a small, low profile, 4 x 4 x 1.45 mm, 16-lead, plastic lead frame chip scale package. This
sensor is intended to be used in cost-sensitive, low-power, motion- and tilt-sensing applications. Examples are mobile devices, gaming
systems, disk drive protection, image stabilisation, sport and health devices.

A.3. Temperature sensor specification

The thin film sensors are built to these specifications:

Pt100 elements belong to Class A, B and 1/3 DIN
For use from — 50°C to + 500°C

Thin film construction
Suitable for surface and immersion applications because of the provided protection
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e Vibration resistant
e With a thermal response of 0.1s
e Stability £0.05%

A.4. Further results of evaluation

In Figure Al it is apparent that the datasetSize has no influence on the F1-measure.

Figure A2 investigates the influence of the attribute selection ratio and the classification performance. All classifiers in combination
with any transformations had a better F1-measure when used with an attribute selector compared to the dummy attribute selector. The
dummy attribute selector does no actual attribute selection but just selects attributes based on the natural ordering. Also a tendency of
higher F1-measures for lower attribute selection ratios can be seen, indicating that most of the information is embedded in few attributes.
Especially, the LinSVM classifier’s F1-measure decreases with an increasing attributeSelectionRatio, i.e. the performance decreases with
increasing number of attributes. This can be interpreted that LinSVM struggles to separate the many attributes with low information
content hence performing better when the number of relevant features is low. Similar to the classification, the parameter datasetSize
has no effect on the F1-measure.

Concerning the window functions, no main performance differences could be found for any of the classifiers, merely for LinSvVM
and k-NN the F1-measure drops if no further transformation is used (see Figure A3).
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Figure Al. Schematic F1-measures for clustering algorithms and influence of parameter datasetSize.
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Figure A2. Pivot tables displaying the relationship between Classifiers, window function, transformation, attribute selector and attribute
selector ratio by the median of the F1-measure. All attribute selection algorithms outperform the dummy attribute selection which simply
selects attributes according to their natural order.
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Figure A3. Schematic F1-measures for classification algorithms with different window function combinations.
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